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Fabric Management

GigaVUE-FM—also called GigaVUE® Fabric Manager—provides overall management for
small or large Gigamon Deep Observability Pipeline deployments. This section describes
how to set up and use GigaVUE-FM, and reviews a broad range of management and
configuration options.

Learn about:
* how GigaVUE-FM presents a centralized fabric management platform (GigaVUE-FM,
GigaVUE Nodes and Clusters)

* how the Core Intelligence provided by GigaVUE-OS and managed through GigaVUE-FM
can be used to optimize your network traffic flow (Traffic Filtering )

» how to configure GigaSMART® operations to provide network visibility and increase the
efficiency of network monitoring, security, and performance tools. (GigaSMART®)

» how to identify and monitor application usage and filter traffic accordingly (Application
Intelligence)

¢ how the Gigamon Visibility and Analytics Fabric is made possible through GigaVUE-FM
(Fabric Maps)

¢ how to view the reporting options that GigaVUE-FM offers for the whole fabric
(Dashboard)

* how to deploy GigaVUE Cloud Suite solutions (Virtual and Cloud Environments)

NoTE: Refer to the GigaVUE-FM Installation and Upgrade Guide to get GigaVUE-FM
installed and running in your network environment. Then, turn to later chapters for
information on using product features.

GigaVUE-FM

GigaVUE Fabric Manager is a web-based fabric management interface that provides high-
level visibility and management of both the physical and virtual traffic visibility nodes that
form the Gigamon Traffic Visibility Fabric™. GigaVUE-FM can manage the following types of
traffic visibility nodes:

« Physical GigaVUE Nodes - GigaVUE-FM manages GigaVUE TA Series, and H Series
nodes, allowing for a unified workspace, while also providing an easy-to-use wizard-
based approach for configuring Flow Mapping®® and GigaSMART® traffic policies. For a
list of GigaVUE TA Series, and H Series nodes supported for management in this release,
refer to Supported Nodes .

Fabric Management 13
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« Virtual GigaVUE Nodes - GigaVUE-FM also extends the GigaVUE feature set into the
virtual space by allowing for the discovery, configuration, and management of the new
GigaVUE-VM virtual traffic visibility node. GigaVUE-VM provides powerful Flow
Mapping® technology for the traffic flowing between virtual machines, allowing you to
distribute cloud-based traffic to physical tool ports in the visibility fabric.
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& REST API: CI 1L Inte grati — —
[ m}‘gi <::> @ : Closed Loop Integration
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Figure1 GigaVUE-FM Overview

Topics
» Supported Nodes
« GigaVUE-FM Features and Benefits
» Get Started with GigaVUE-FM
« Dashboard

Supported Nodes

GigaVUE-FM provides supports the following GigaVUE Nodes

e TA Series
e H Series

NoOTE: After upgrading to software version 5.15, GigaVUE-FM will no longer support to
manage GigaVUE G Series Nodes and all the existing GigaVUE G Series Nodes in
GigaVUE-FM will be removed.

GigaVUE-FM provides support for GigaVUE TA Series, and H Series nodes through the
administration of physical nodes (Device Management and Configuration Management)
feature.

Topics:
« Device and Configuration Management
« How to enable Web Server for Node Management

Fabric Management 14
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Device and Configuration Management

During the initial start up of GigaVUE-FM, it performs a discovery on GigaVUE H Series and

TA Series nodes listed in the table below. It supports the versions listed in the following table.

GigaVUE-FM allows you to perform configuration tasks on these devices.

Table 1: GigaVUE-FM Managed GigaVVUE Nodes and Software Versions

GigaVUE

Series

GigaVUE
H Series
Nodes

Node

e GigaVUE-HCI

e GigaVUE-HC2 CCwv2

e GigaVUE-HC3CCv2

Supported Releases for
GigaVUE-FM Management

v5.4.xx, 5.5.xX, 5.6.XX, V5.7 XX,
v5.8.xx, v5.9.xX, v5.10.xX, V5.11.XX,
v5.12.xX, v5.13.xX, V5.14.xX, v5.15.xX,
v5.16.xx, v6.0.XX, V6.1.XX, V6.2.XX,
V6.3.XX, V6.4.XX, V6.5.XX, V6.6.XX

GigaVUE-HC3CCv1

v5.4.xx, 5.5.xx, 5.6.xX, V5.7 XX,
v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
v5.12.xX, V5.13.xX, V5.14.xX, V5.15.XX,
Vv5.16.xX

GigaVUE-HC2CCV1

v5.4.xx, 5.5.xX, 5.6.XX, V5.7 XX,
v5.8.xx, v5.9.xX, v5.10.xX, V5.11.XX,
Vv5.12.xx, V5.13.xX, v5.14.xX, v5.15.XX,
v5.16.xXX, v6.0.xX, V6.1.XX, V6.2.XX,
V6.3.XX, V6.4.XX, V6.5.XX

GigaVUE-HCI-Plus

v6.0.XX, V6.1.XX, V6.2.XX V6.3.XX,
V6.4.XX, V6.5.XX, V6.6..XX

GigaVUE-HCT

V6.5.XX, V6.6.XX

GigaVUE
TA Series
Nodes

GigaVUE-TA25

v5.10.xx, V5.11.xx, v5.12.xx, v5.13.xX,
v5.14.xx, v5.15.xX, v5.16.xX, v6.0.XX,
V6.1.XX, V6.2.XX, V6.3.XX, V6.4.XX,
Vv6.5.xx

GigaVUE-TAI10

v5.13.xx, v5.14.xX, v5.15.xX, v5.16.xX,
v6.0.XX, V6.1.XX

GigaVUE-TA25E

v6.0.XX, VO6.1.XX, V6.2.XX, V6.3.XX,
V6.4.XX, V6.5.XX

e GigaVUE-TAIO0
e GigaVUE-TA200

v5.4.xx, 5.5.xX, 5.6.XX, V5.7 XX,
v5.8.xx, v5.9.xX, v5.10.xX, V5.11.XX,
v5.12.xX, vV5.13.xX, v5.14.xX, v5.15.XX,
v5.16.xx, v6.0.XX, V6.1.XX, V6.2.XX,
V6.3.XX, V6.4.XX, V6.5.XX

GigaVUE-TA200E

v6.0.XX, VO.1.XX, V6.2.XX, V6.3.XX,
V6.4.XX, V6.5.XX

GigaVUE-TA400

v5.16.xx, v6.0.XX, V6.1.XX, V6.2.XX,
V6.3.XX, V6.4.XX, V6.5.XX

Can you please confirm if the above versions for TA40 and TA10 are valid

Fabric Management
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NoTE: Although GigaVUE-FM may recognize earlier versions of GigaVUE-TAT and
H Series nodes, the versions listed in the above table are the officially supported
versions. Earlier versions are not managed by GigaVUE-FM.

How to enable Web Server for Node Management

GigaVUE-FM can only discover and manage nodes with their web servers enabled and
operating on the default HTTP port of 80. The request from Port 80 is immediately
redirected to port 443 (HTTPS) for secure connections over SSL.

GigaVUE-FM Features and Benefits

The GigaVUE-FM is a web-based management interface that provides unified access,
centralized administration, and high-level visibility for all GigaVUE traffic visibility nodes in
the enterprise or data center, allowing a global perspective which is not possible from
individual nodes.

The following table summarizes the major benefits of GigaVUE-FM:

Table 2: Features and Benefits of GigaVUE-FM

Benefit Descriptions

Centralized Provides centralized management, monitoring, and configuration of the physical and
Management and | virtual traffic policies for the Visibility Fabric, allowing administrators to map and direct
Control network traffic to the tools and analytics infrastructure.

Programmable REST APIs that can be used by the traffic monitoring or IT operations management tools

APIs for Software | to perform various tasks, such as

Defined Visibility | o |mprove security through better network detection, reaction, and response by
automating NetFlow generation and SSL decryption so that current security
appliances are not overtaxed when performing deep packet inspection.

e Program the Visibility Fabric flow maps when security threats are detected.

e Discover the Visibility Fabric nodes for inventory and status collection.

e Performing common tasks, such as provisioning and ticketing of network port
configurations.

e Programmatically create, update, or delete port properties, including port-type, admin
state, speed, and others.

e Programmatically create, update, or delete traffic maps and GigaSMART operations.

Fabric-wide Summarized and customizable dashboards for inventory, node or cluster status, events,

reporting audit trail, and Top-N/Bottom-N port/map usage with options to export and schedule
HTML or PDF reports for off-line viewing.

Advanced Proactively monitor and troubleshoot hot spots in your Visibility Fabric:

Monitoring e Top-N, Bottom-N Network/Tool Port and Map usage widgets in the dashboard

e Global search across the Visibility Fabric for quick access to monitoring hot spots
e Audit trail of user operations for enterprise security compliance
e Historical trend analysis (1 hour, 1day, 1 week, 1 month) for port and traffic policies

Fabric Management 16
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Benefit Descriptions

e Quick Views for easy access to Visibility Fabric details (node, port, traffic policies)

Scheduling
capabilities

Initiates version updates to one or many fabric nodes to streamline software rollouts in an
automated fashion.

Efficiencies

Backup and Supports configuration backup and restore across multiple visibility nodes to quickly
Restore back-out changes if required due to errors or change control requirements.
Capabilities ] ] ] — ] ]
NoTE: Restoration of backed up configuration fails in G-Series. Alternatively you can
download the file from GigaVUE-FM and use the GigVUE-OS-CLI to restore the
configuration.
Improved Minimizes resources required to configure, manage, and monitor multiple visibility nodes:
Operational e Create/Update/Delete port properties including port-type, admin state, speed, and

others
e Create/Update/Delete traffic maps and GigaSMART operations

Near-Real Time
Config Status

Provides Near-Real Time (NRT) status of the following:

e Configuration changes performed using GigaVUE-FM APIs: Immediately reflected in
the GigaVUE-FM GUI.

e State changes occurring in the device (for example, oper up/down changes
happening in the device): Immediately reflected in the GigaVUE-FM GUI.

e Configuration changes made in the devices (for example, attributes such as 'alias'
changed by the user in the device through CLI or API): Cet reflected in
GigaVUE-FM only after the next config sync cycle, which could be few minutes.

E Note

= You must enable SNMP traps in GigaVUE-FM for the NRT status updates to
get reflected. However, SNMP traps are enabled by default in GigaVUE-FM.
Refer to the "SNMP Traps" section in the GigaVUE Administration Guide
for more details.

= To avoid flooding of alarms, devices implement SNMP throttling. Refer to
the "SNMP Throttling" section in the GigaVUE Administration Guide.

Scalability

Provides a reliable and stable environment for managing a large number of physical
devices without any impact to the performance.

e Vertical Scale: Allows GigaVUE-FM to manage approximately 1000 Nodes.

e Horizontal Scale: Allows GigaVUE-FM to manage approximately 3000 Nodes.

Horizontal scale support is applicable only in GigaVUE-FM High Availability mode.
Horizontal scale support involves service distribution to the standby nodes.

Get Started with GigaVUE-FM

This section provides an overview of the GigaVUE-FM interface. It also provides information
about table customization and search features available in GigaVUE-FM.

It includes the following major sections:
» Log Into GigaVUE-FM

Fabric Management
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« Log Out of GigaVUE-FM

«» GigaVUE-FM Homepage

«» Configure a Custom Banner

« Quick Views

« Return to the Dashboard

« Table View Customization

« Notifications Panel

» How to Add the GigaVUE-FM Instance Name
» How to Search in GigaVUE-FM

Log In to GigaVUE-FM

The GigaVUE-FM login page provides information about the security policy login banner
beside the username and password fields. The login banner is customizable. For more
information about configuring a custom banner, refer to Configure a Custom Banner.

GigaVUE-FM is preconfigured with one user with the fm_super_admin role assigned
(username - admin, password - adminl123Al!). The default password (admin123A!!l on the
admin account must be changed to a non-default password (as it is no longer allowed to
have the default password).

E » If GigaVUE-FM is deployed inside AWS or OpenStack then, use the Instance ID as
the default password.

e |f you try to access the GigaVUE-FM internal page URLs (for example Port page
<fmipaddress>/app/#/node/10.115.32.12/ports/ports) without logging in to
GigaVUE-FM, then after logging in, you will be redirected to the Dashboard page
and not the specific page that you tried to access.

Only when the cms server is restarted, the new IP address will be updated in all
the relevant places.

» When there is a change in the IP address of FM, the cms server must be restarted.

Log Out of GigaVUE-FM

To log out of GigaVUE-FM, click on the user-profile drop-down ) icon on the top right of

GigaVUE-FM GUI and select Logout.

NoTE: You will be automatically logged out of GigaVUE-FM after a period of inactivity
(based on the auto-logout time configured). To configure the auto-logout time, refer
to the "Preferences" section in the GigaVUE Administration Guide.
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GigaVUE-FM Homepage

When you first login to GigaVUE-FM, the Dashboard - Physical & Virtual page is displayed by
default as shown in the following figure.

Top Navigation & Physical & Virtual
Bar
Al Profile: [ Default ~ Add Widget
é AUDIT LOGS 8 EVENTS 8 STATUS SUMMARY: PORT LINKS 8
1Day . 1 Day . PortType = Total Up Down Di. @
Circ.. 60 59 - 1 2
Hoio. 16 16
[ H Y 7
Left Navigation M niin.. 16 4 - 12
Pane . [ nin.. 20 20
T »
Success @Faiiure @crtical @waior  Minor @info
STATUS SUMMARY: UNHEALTHY MAPS 8 HIGHEST TRAFFIC: PHYSICAL MAPS 8 HIGHEST TRAFFIC: TOOL PORTS 3
Cluster Map Alias Status [©) 1 Day . 1 Hour .
3 7777777 Map-pass-all-Clu... /\ Giga Stream ...
Node Map Alias Traffic (Mb.. (&) Cluster|l.. = HostNa.. PortID PortAlias = Tr.. (B
7777777 FmAuto-Fabric-.. /A Giga Stream ... R ~
ST-Infra2-TA40-4  xena-connection-.. ~ 17389.35 10115..  ST-Infra..  14/1/g4 - 178493
7777777 FmAuto-Fabric-.. /A Giaa Stream ... N
Footer h FM Instance: GigaVUE-FM Last Updated At: Jul 15, 2021 13:23:23

Left Navigation Pane

The GigaVUE-FM GUI landing page has a left navigation pane that expands into a floating
pane which navigates to the following menus:

« Dashboards L:nt : Consists of the physical and virtual dashboards, the health monitor
dashboards, and the Analytics dashboards. This page also includes the alarms, the
events and the audit logs pages.

« Traffic : Consists of the fabric solutions which the users must configure to monitor
the flow of traffic.

. Inventory : Consists of the physical and virtual resources which the users must
configure before configuring the traffic flow and solutions.

« Recently Viewed Ol Displays the list of recently viewed pages. Refer to Recently
Viewed Section for detailed information.

« Settings : Consists of administrative, authentication, system resources that needs
to be configured by the user.

Top Navigation Bar

The top navigation bar of the GUI contains page-level headers, search @ Refresh ¥ , and
Fz

Profile options. Also, the Helpﬁj option is available under . To create keyboard

shortcuts to navigate to different menu pages, click on and select Keyboard Shortcuts.
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NoTE: The Save Configuration I option is available in the Node Overview, Flow Maps,
and Active Visibility pages.

Page-Level Header

The page-level headers of the GigaVUE-FM instance are displayed as shown in the figure.

) Second-Level
First-Level Menu Menus Third-Level Menus

Licenses FM/Cloud Node Locked ~ Floating ~ Expiry  Settings
All Periods
1 hall MAC: 16:3e:2a:52:f3
Lt Find Challenge MAC Single Periods 8
GigaVUE-FM License : ime - Licensed for 200 nodes
%) SETTINGS GigaVUE Cloud Suite for VM License : Active - Licensed for 50 GigaVUE-VM Nodes
v System GigaVUE Cloud Suite for NSX-T License : Licensed for 10 Virtual Tap Points
Prefere... GigaVUE Cloud Suite for OpenStack License : Licensed for 10 Virtual Tap Points
E SNMP GigaVUE Cloud Suite for Kubernetes License :
2B GigaVUE Cloud Suite for Nutanix License :
ode D...
GigaVUE Cloud Suite for AWS License :
IPReso.. | GigaVUE Cloud Suite for Azure License :
Backup... GigaVUE Cloud Suite for AnyCloud License:
Images - - -
[ License Key Description State Expiration Date ®
Trust St... : : :
Email N ] LK2-GVMO0050-43A7-T2QY-2LLP-K5ED...  GFM-VMOQ50: GigaVUE-VM 50 Pack Bun... © Active
Email S... ] LK2-GFM0000-43A7-T2QY-2LLP-K5ED...  GFM-FMOO0O: GigaVUE-FM Prime Edition... © Active
I Licenses
Logs
Storage...
> Tasks
Reports
‘:l) > Authentica... Go to page: 1 - of 1 Total Records: 2
High Availa...

Tags

FM Instance: GigaVUE-FM

« The first-level menu is displayed as the Main Header in the top navigation bar.
» The second-level menus are displayed next to the first-level menu.

NoTE: The second-level menus that overflow in the top navigation bar are
displayed as a drop-down with an option to expand or collapse.

» The third-level menus are displayed as drop-down under the second-level menus.

GigaVUE-FM GUI Navigation

Use the navigation sidebar and the appropriate page-level headers to navigate to the
various GUI pages. Depending on the user role and access rights of the user, the fields and
buttons in the individual pages may either be enabled or disabled. Mandatory fields in the
GUI are pages are notified appropriately.

Footer

The footer of GUI displays the GigaVUE-FM instance name, Node Synchronized time when
accessing pages related to nodes, and NRT time stamp.
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Configure a Custom Banner

It is recommended to configure a pre-login banner which states the security policy of your
company or organization. The banner appears on the login screen before the users log into
GigaVUE-FM.

Only the users with fm_admin and fm_super_admin role assigned can view and configure
the custom banner.

To configure the custom banner:

On the left navigation pane, cIick and select Systems > Preferences.

p—

Click Edit and the Edit Preferences page appears.
Enter the custom banner message in the Login infobox text box.

Click Save.

INEENEN

Quick Views

A quick view provides easy access to Visibility Fabric details such as nodes, ports, and traffic
policies. In GigaVUE-FM, you can click on items such as port ID, map alias, port error counts,
and so on, and get detailed information about the selected item.

Recently Viewed

Click on icon on the left navigation pane to view the list of recently viewed pages.

e You can view up to last 100 pages that you have visited.

e The pages are listed in chronological order with the most recent entry listed at the top.
e Click on a link to navigate to that page.

» Use the 'Find in Recently Viewed' to filter the required pages.

Fabric Management
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Recently Viewed

Earlier Today

Fm - PhysicalNode O itmi |
Tasks - AdminTasks & ffm/settir
TopDashboard - Dashboard & fmitopDashboar
Flows - Flowhealth & Hmiflowsiflowhealth
Flows - ActiveVisibilityPhysicalModes & fmf
Flows - MapPhysicalNodes & fimiflow ipPhysicalb
Maps - Maps in - fmaps/ir maf
FabricMapMenu - FabricMapsList & ffmyflow
Fm - ChangePassword & ifmichan
Find Pages

The Find option in the expanding tool bar allows you to search and quickly navigate to the
pages without navigating through each of the menus and submenus.

¢ Enter the name of the page that you want to search (fully or in part). The number of
matching entries under each of the menu and submenu category is displayed.

» Click the link under the category to navigate to the respective page.

For example, if you search for the term 'node’, then the corresponding matching entries in
the menus and submenus are displayed.

5 GigaVUE-FM

Janal. node x sks Filter Export =
+ i Filtered By : none
4matches in Inventory
PHYSICAL
= Type Status Node Summary Start Time End Time Log ®
— Mode s
grade Imagelnstall Success - 2021-02-23 12:28:00
hlatha grade Imagelnstall Success - 2021-02-22 10:42:00
{5 VMware
grade Imagelnstall Suecess 2021-02-19 10:22:00
1match in Settings grade Imageinstall Success - 2021-02-17 11:07:00
grade Imagelnstall Success - 2021-02-16 15:21:00

Return to the Dashboard

At any time, to return back to the Dashboard, click on the. icon on the top left of
GigaVUE-FM GUI. Refer to Dashboard. By default, the Physical & Virtual Dashboard page is
displayed.
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Table View Customization

GigaVUE-FM enables you to customize the appearance of tables. You can choose the
columns you want to show and hide in the table. You can also choose the order in which you
want to view the columns in the table.

To customize the columns:

1. Click the '+ icon on the top-right edge of the table.

Ports All Ports Ports Discovery Fabric Statistics
Total Ports: 49 | Filtered By : none Apr 6, 2020 09:58:21 Filter Quick Port Editor
O Port Id +  Alias | Status | Type . Speed | Admin - Tran e - ®
[ 1/3/x1 @ Portisd.. 10G Enabled sfp+

v Admin

[ 1/3/x2 @ Port(s) 1... m Disabled + Transceiver Type
O 13K3 ihhj @ portish.. [ Disabled v Tags
(1 13ka @ portish.. [ Disabled x Link Status
] 1/3/x5 ) Portis h... m Disabled sfp+ % SFP Power
0 1/3/x6 @ portish.. [ Disabled X Avg Util TRx (last hr)
(Ve @ Portish.. Disabled .- -
1 u3ne © Portis h.. Disabled
[ 13K @ Portish.. Disabled

Go to page: 1 ~ of6 M Total Records: 49

Figure 2 Table menu to configure columns

2. Click on a column name to change the show/hide setting. A check mark indicates the
columns to show and an X indicates the columns to hide.

3. Torearrange the columns in the table, select a column heading and drag it to the new
location. Your customizations are automatically saved.

4. Click on ‘Reset columns to default’ to reset the columns to the default view.

NOTE: The customized column settings are preserved for the user profile. When you
logout and log back in, the tables display the same customized columns.

The pagination option on the bottom-right corner of the page allows you to scroll through
long lists of data that span across multiple pages. You can also jump to a specific page by
clicking the page number. Each page can show up to 100 rows of data per view.

Click the export option to export the tables either in CSV file format or in XLSX format. You
can either export all the records or export only the selected records.
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Notifications Panel

The Notifications icon in the top navigation bar displays a number if there are any system
alerts. Immediate alerts appear on the left side of the page as individual pop-ups.

» All Completed
Informational Errors

SW Ve

Serial Nu...

1 cog7C 5.7.01

1 13647 5.9.00

Figure 3 Pop-up messages
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Long-term Notifications

Click on the Notifications icon to display a Notifications Panel listing long-term alert
messages. If the list is long, a scroll bar appears on the left so you can scroll through the list.

All Completed Informational Errors

Dismiss
by type

Dismiss
individually

Figure 4 [ong-term messages

Messages are updated as more information is received from packets. You can dismiss the
individual messages or by type.

Notification Type Icons

Notification messages include a summary and a notification-type icon indicating the
severity level of the alert. Some notifications have titles as well.

O] Process Completed (green circle with a check mark)
A Warning (yellow triangle with an exclamation point)
0] Error (red circle with an exclamation point)

O] Information (blue circle with an “i")

O] Alert being processed (gray spinner)

Notification Banners

Notification banners are displayed in the GigaVUE-FM GUI to alert users of critical or warning
situations that require immediate user attention, such as the following:

Fabric Management o5
GigaVUE-FM



GigaVUE Fabric Management Guide

» when disk space exceeds a predefined threshold limit.
« when the licenses are in expired state
» when Volume-based License (VBL) usage exceeds the daily usage allowance limit

Refer to the GigaVUE Licensing guide for banners related to licenses.

NOTE: You must be a read-only user to view the notification banners.

Notification Banners for Disk Space Utilization

The disk space in GigaVUE-FM is used to store statistical data and syslogs. External log files,
sysdumps, and device image files also take up disk space. It is important to monitor the disk
space, as increased usage beyond a threshold level results in system slowness, system
instability, and Ul inaccessibility. If appropriate action is not taken GigaVUE-FM will stop
functioning.

GigaVUE-FM monitors the disk space utilization of the /config directory. Whenever the disk
space usage exceeds a pre-defined threshold level, GigaVUE-FM performs the following
steps sequentially:

1. Cleans the statistical data.

2. Disables syslog and stats collection services if the disk usage is still above the
threshold. Corresponding alarms are triggered and displayed in the Alarms page. Email
notifications are also sent to notify about the critical disk usage levels (if configured).

3. Sends SNMP traps

To alert the users immediately about the critical disk usage levels, starting from software
version 6.2.00, notification banners are displayed when disk space usage level exceeds a
specific threshold limit. Notification banners are displayed in the following cases:

« When you login to a GigaVUE-FM instance.

» Near Real-time notifications also get displayed at the time when the disk usage exceeds
the configured threshold value.

NoTE: Notification banners for disk space utilization alerts users about critical disk
usage levels in all three partitions (/config, /var, /) of GigaVUE-FM.

Depending on the severity, the color of the banner varies:

* Warning - Yellow-colored banner: If disk space utilization has reached 60%.
» Critical - Red-colored banner: If disk space utilization has exceeded 75%

If the severity of the disk space utilization varies across the partitions, then the color of the
banner is determined based on the highest severity level.
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1] Critical Disk Space Warning for gigavue-fm-6200 : root. Space used is 67%. X
i Physical & Virtual Q 2 4L O
[l Profile: [ Default ~
+ AUDIT LOGS b33 EVENTS © STATUS SUMMARY: PORT LINKS &
= Port Ty Total V] D Di...
= 1Day v 1Day - orelype P own 5O

Circuit - - - -
E Giga... - - - -
B ybria - - - -

E! Inline... - © ° o

m Netw.. - - - -

Success () Failure @Critical  Major  Minor () Info

() Critical Disk Space Error for multiple partitions. Space used is 78% for atleast one partition.

Preferences

il Find (i) Form elements marked with * are mandatory. X Cancel Apply
Node Details
4’ IP Resolver My Profile
Backup/Restore
Images Username
Certificates
Event Notificat... Password Change Password
External Data ...
Licenses
Logs Email
Storage Mana...
Reports

Tasks Group®

If you click on the notification banner ribbon, a pop-up with details about the disk space
utilization is displayed. See the following example:
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Critical Disk Space Error X

Please free up disk space on the partition(s) below as soon as possible or
GigaVUE-FM will become slow, unresponsive or terminate. You can purge logs,
delete uploaded images and backups to free up space.

Host Name Partition Space Remaining (GB)
gigavue-fm-6200 root 198/9
gigavue-fm-6200 config 8.80/40

0OK

You may experience a slight delay while the notification banner pops-up and clears.

Disk utilization monitoring is also applicable in dynamic GigaVUE-FM High Availability
setups. The details of the GigaVUE-FM HA host names are displayed in the pop-up.

NoTE: For information about how to free-up disk space refer to How to Clean up Disk
Space on a GigaVUE-FM Instance for details.

How to Add the GigaVUE-FM Instance Name

The default name of the GigaVUE-FM instance is GigaVUE-FM, and it is displayed on the
footer.

When you have multiple GigaVUE-FM Instances running in your system, it becomes difficult
to differentiate the instances and switch between tabs.

To customize the GigaVUE-FM instance name:

On the left navigation pane, cIick and select System > Preferences.

Click Edit.

—

In the FM Instance Name box, enter a name for the GigaVUE-FM instance.

Click Save.

INETIN

The customized GigaVUE-FM instance name is displayed in the footer.
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How to Search in GigaVUE-FM

When searching for items, GigaVUE-FM performs a full search across multiple categories
and displays the categories as part of the results. A Filter option is also available, which
displays as a quick view, making it possible to quickly refine the search results.

GCigaVUE-FM has an Elastic Search feature that allows you to search for information in
GigaVUE-FM as well all the devices and device configurations managed by GigaVUE-FM.

Essentially, if it is part of the GigaVUE-FM Ul or managed by GigaVUE-FM, you can search for
items based on keywords because almost all items are indexed for elastic search. The search

feature allows you to search for items across the following:

Maps

Roles and Users

o

(e]

o

o

(¢]

o

o

GigaSMART

GigaSMART Operations
GigaSMART Groups

Virtual Ports

NetFlow/IPFIX Generation

SSL Decryption

GTP Whitelists

Application Session Filtering (ASF)

Ports

o

o

(e]

Port Groups

Port Pairs

Tool Mirrors
Stack Links
Tunnel Endpoints
IP Interfaces
Circuit Tunnels
GigaStreams

Chassis and port inventory

Node Clusters
VMs
[P, DNS, and MAC address

The following are not currently searchable: audit logs, events, NetFlow data, RBAC, IP ranges,
or statistics.
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Categories are another important component of Elastic Search. When you provide a
keyword, the search system displays the matching category or categories related to the
keyword search. This provides an automatic filtering of the keyword, helping to narrow your
search. Some of the general categories are:

Cluster
GigaSMART
Inline Bypass
Maps

NSX-V

Ports

Users
VMware

You can refine the search categories by using the Filter feature (refer to Filtering Search
Results) to further narrow the search results. For example, if the search keyword falls into the
GigaSMART category, you can narrow the search further to NetFlow Records.

Performing a Search

To find an item in GigaVUE-FM, do the following:

1.

Click the Search icon in the GigaVUE-FM top menu to open the Keyword field.

2. Type a keyword in the text field.

As you enter the keyword, the system displays the categories in which the keyword
appears and the total matches in that category along with the specific instances. For
example, as shown in Figure 5GigaVUE-FM Search, you start to enter an IP address. The
search shows that 10.115 occurs in the Cluster category 29 times, Ports 1time, and

IP Interfaces 2 times.

NOTE: You can type up to 128 characters in the Keyword field. This is because you
cannot create a component with alias more than 128 characters (Map aliases, Port
aliases and other such aliases).

The Search results start appearing when you type a minimum of three characters in
the search pane.
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Dashboard Physical Virtual Cloud O, 10.119 QN - 8 @

Apr 6, 2020 09:22:54 10115 in Cluster (29) (Add Widget )

10.115 in IP Interfaces (2)

4 10.115 in Ports (1) INKS 3
10.115.54.89 . . @
- Down | Di..
1 Day 1 1011532178 -
3 1
10.115.78.30
5
10.115.38.160
47
10.115.38.160
18
10.115.38.70
10.115.32.165
165 1002
10.115.35.12
4 -
‘FEIL\’E 10.115.32.169
10.115.38.160
ITHY MAPS s | MAPS §6t

Figure 5 GigaVUE-FM Search

3. Once you are done entering the keyword, you can scroll through the list by using the
up and down keys on the keyboard. Select an item by pressing the Enter key.

o Selecting a category, displays all the results in that category, using the category as a

filter. You can further refine the results by clicking the Filter button. For details on
filtering, refer to Filtering Search Results.

o Selecting a specific result opens the page for that item.

If the search result is a cluster or standalone node, clicking the results takes you to
the Overview page of that node and the Keywords field displays the node's ID as

shown in the following figure. When the node ID is displayed in the Keywords field,

it indicates that the scope of searches is narrowed to the current node or cluster.

Search Examples

This section provides few examples to show how to use the elastic search feature. The
examples cover the following:

» Searching Maps
« Searching for Roles and Users
» Searching Ports

Searching Maps

You can search for maps based on the map alias, IP address associated with maps, MAC

Y

address, port status and so on. Click on the Filter by Cluster icon in the search results

page to refine the search results based on the cluster ID.

This section provides several examples of searching Maps:

« Example 1. Searching for a Map by Alias
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«» Example 2: Searching for a Map with an IP Address
» Example 3: Searching for a Map with a MAC Address
= Example 4: Searching for Maps with Down Ports

Example 1. Searching for a Map by Alias

In this example, you are looking for a map where you remember the map's alias but are not
sure which node or cluster it is on.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing the map alias. In this example, Up.

As you type, the search displays the categories and items that match the keyword.
Figure 6 Searching by Map Alias shows the search results and you can see that the
map with Alias Up is on node 10.60.94.73 without typing the entire string.

Profile: Default ¥ up in Condition (96) ‘ Add Widget
up in Ports (29)
AUDIT LOGS up in NetFlow Records (6) RT LINKS &
.. up in Virtual Ports (5) Do.. | Di. @

Figure 6 Searching by Map Alias

2. In the search results, click on Up-1.

GigaVUE-FM opens the Map page as shown in Figure 7Map Page.
Map: Up-1

Edit

@ Data Rate (Bit's) @ Packets (pps)
¥ Map Info

Alias Up-1
Comment

Last Modified

Type Regular

Sub Type By Rule

Figure 7 Map Page

Example 2: Searching for a Map with an IP Address

In this example, you are searching for a map or maps that contain a specific |IP address.
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1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing an IP address. In this example, the IP address is 10.60.94.73.

As you type the search displays the categories and items that match the keyword.
Figure 8Search for IP Address shows the search results.

_ O, 10.60.94.73 X \

10.60.94.73 in Ports (64)

10.60.94.73

in Port Configuration (64)

10.60.94.73 in Condition (47)

5

10.60.94.73 i

5

Action (22)

10.60.94.73 i

5

Maps (8)
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73

10.60.94.73

Figure 8 Search for IP Address
2. Click on Maps in the categories section of the search results.

The Filter page opens. Figure 9Search Result Filter Page shows the results with maps
the that contain the IP address. In this scenario, the item of interest is Down-1, so you
click on the cluster name.
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Search Results for "10.60.94.73"

Filtered By : none Y

Alias | Cluster ID/Device IP | Type | Source ports | Destination Ports | Map Status | Number of Rules @
Down-1 10.60.94.73 regular 1/1/x1,1/1/x2 1/1/x57 @ Port(s) r1lkoubel.. 28

Down-2 10.60.94.73 regular 1/1/x3,1/1/x4 1/1/x59 &) Map is Healthy 28

Up-3 10.60.94.73 regular 1/1/x29,1/130,1/1/x3...  1/1/x62 @ Multiple ports arel.. 28

Up-4 10.60.94.73 regular 1/1/x39,1/1/x40,1/1/x4...  1/1/x64 @ Multiple ports arel.. 28

Up-1 10.60.94.73 regular 1/1/x9,1/1/x10,1/1/x11...  1/1/x58 @ Multiple ports arel.. 28

Up-2 10.60.94.73 regular 1/1/x19,1/1/x20,1/1/x2...  1/1/x60 @ Multiple ports arel.. 28

Down-3 10.60.94.73 regular 1/1/x5,1/1/x6 1/1/x61 &) Map is Healthy 28

Down-4 10.60.94.73 regular 1/1/x7,1/1/x8 1/1/x63 &) Map is Healthy 28

Figure 9 Search Result Filter Page

A Map quick view opens, showing the information for the map.

Example 3. Searching for a Map with a MAC Address

In this example, you are searching for a map or maps that contain a specific MAC address.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing an IP address. In this example, the IP address is TT1T:11:11:11.

After entering the MAC address in the Keyword field, only one map is found as shown
in Figure 10Search for MAC Address.

IARARERARE] I »® Q

11:11:11:11:11 in Maps (1)
10.115.152.53 MACSrcM

Figure 10 Search for MAC Address

2. Click on the result with the map named MacSrcMap to view the map details.

Example 4. Searching for Maps with Down Ports

In this example, you are looking for maps that have a port that is in the “down” state.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
down.

As shown in Figure 11Search Results for down Keyword, the keyword occurs in several
categories.
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ical  Virtual Cloud  Alarnjisyesey X

down in Ports (1451)

down in Condition (85)
down in Maps (23)
down in Port Groups (10)

down in Stack Links (2)

down-1
down-2
down-3

down-4

Figure 11 Search Results for down Keyword

2. Because you are searching for Maps, you click on the Maps category.

Searching for Roles and Users

This section provides examples of searching for a role and for a user:

« Example 1. Searching for Monitor Role
« Example 2: Searching for a User

Example 1. Searching for Monitor Role

In this example, you are looking for where the fm_User role is applied.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
Monitor.

As shown in Figure 12Categories for Monitor., the keyword occurs in the several
categories.

Fabric Management 35
GigaVUE-FM



GigaVUE Fabric Management Guide

S @ GigaVUE-FM11 gigamon-995d73 Q monitof

EXXXEa

Bl & Backto Nodes | Overviel

| overview

monitor in User Roles (6)

UTILIZATION FOR TOP 20

average over last hour

No utilization data.

< monitor in Users (6)
Health SYSTEM
monitor
= STEM N
Gl e —
Chassis
> Ports HostNa  monitor
> GigaSMART Hardwa|  monitor
> Inline Bypass Softwar{  monitor
TRAFFIC monitor
> Maps Memory  MB free of MB

Figure 12 Categories for Monitor.

2. Select the User Roles category. The search results shows the nodes where the Monitor

role is used.

Search Results for "monitor"

[Filtered By : m

Category

User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles

User Roles

Results
10.60.94.73
10.115.54.196
10.115.32.161
10.115.32.169
cluster-hc3-hd8
10.115.38.85
10.115.32.15
10.115.32.180
10.60.94.68
ripper

509
10.60.95.4

10.115.46.35

Figure 13 Search Results for Monitor.

3. From the search results, drill down further by selecting one of the results.

GigaVUE-FM takes you to the User Setup page for the selected cluster as shown in
Figure 14Role From Search Result and indicates in the Keywords field that further

searches are restricted to the cluster.

LEAF-SPINE-CLUSTER-32199-HC1-169 (H Series)

Roles

[m]

User Group

Default

admin

monitor

A Last synced at 2020-04-01 07:58:28

| Description

Figure 14 Role From Search Result
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Example 2: Searching for a User

In this example, you are looking for a specific user.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
the user name for the user. In this example, the user is fm_User.

fm_User in Users (3)

1 Day v L 7 T Up D.. Di... @
Circuit 9 5 3 1 .
& cigasmarTe 36 31 5 -
B +ybria 58 11 47 -
m Inline Network 18 - - 18
Inline Tool - - - -
) Network 1. 63 1. 1000
[ P 25 21 p

2. Click on fm_User in the categories and items list. The User page on the node with the
fm_User opens a shown in the following figure. The Keywords field also indicates
further searches are restricted to the current node.

hcl-171 (H Series)  Last synced at 2020-04-06 15:33:27 oy 10.11532.171 x JEEEE)
User Setup
O Full Name | Usemame | User Group | Enabled | Account Status @
O - FM_user monitor true Password Set
O System Administrator admin admin true Password Set
[} - gigatest admin true Password Set
0O - imre admin true Password Set
O System Monitor monitor monitor true No Password Required For Login
O System Operator operator - true Account Locked Out
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Searching Ports

NOTE: You can search for ports based on the port id, port alias, cluster ID/Device IP
and so on. You can also view the neighboring ports information from the port search

results page. Click on the Filter by Cluster icon Y in the search results page to
refine the search results based on the cluster ID.

This section provides few examples related to searching for ports:

«» Example 1. Searching for Down Ports
« Example 2: Searching for Port Details of Devices Managed by GigaVUE-FM

Example 1. Searching for Down Ports

In this example, you are searching for a particular port by its ID. This example also shows
how to combine keywords.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
the port 1D 1/1/x5 followed by the keyword down.

As shown in Figure 15Categories Returned for Port ID and Down, the 1/1/x5 and down
occur 60 times in the Port category.

1/1/5 dowr| b 4

1/1/x5 down in Ports (60)

1/1/x5 down in Maps (1)

1/1/x5 down in Port Pairs (1)

Figure 15 Categories Returned for Port ID and Down
2. Click on the Ports category to view the results.

3. Click on an item search results to see the port information. A Port quick view displays
for the selected port as shown in Figure 16Port Quick View for Search Results.
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Search Results for "" X Port: 5/1/x10 - @ 1111

PortID
5/1/x1
5/1/5.
5/1/7
5/1/x10
5/1/x11
5/1/x12
5/1/x13
5/1/x15
5/2/c4
5/2/c8
5/3/c5
5/3/e2
5/4/c1

5/4/c6

Filtered By : none

| Alias

Gotopage: 1

v of4 Nl

| Status

© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy

@ Portis Healthy

Total Records: 50

Hour Day  Week  Month

(Use Mouse Serll for Zaom InfOut)

Edit

Live Counters v

~ Port Info

Alias

PortId 5/110

Comment

Port Role

e

@ Data Rate Rx (Bit's)

v Parameters

Link Status
Admin
Type
Duplex

Auto Negotiation

Disabled

D network

off

Figure 16 Port Quick View for Search Results

Example 2: Searching for Port Details of Devices Managed by

GigaVUE-FM

In this example, you want to retrieve port information from all the devices managed by

GigaVUE-FM and that are up. This example also shows the use of a non-alphabetic character
as the keyword.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type

the back-slash character (/) and up.

As shown in Figure 17Categories Returned for Port Details of All Devices and up, the

search returns results in several categories.

1 up|

fup In Ports (5661)

Jup In GIgaSMART Groups (77)

Jup In GIgaSMART Operations (62)

Jup In Maps (62)

fup In Inline Tools (28)

Figure 17 Categories Returned for Port Details of All Devices and up

2. Click on the Ports category to view the results.

3. Click on an item search results to see the port information.
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Filtering Search Results

When selecting a search result for a category, GigaVUE-FM opens a page that lists the
results for that category.

To change the filter, do the following:
1. Click Filter.
The Filter quick view displays.

2. Add or remove filters by selecting items from the Filter quick view.

How to Apply Filters

The filter functionality allows you to search and narrow down the options you want to
display on a particular page.

To use the filter functionality, do the following:
1. Click on the Filter button.
2. The Filter quick view dialog is displayed.
3. Specify the parameters to be filtered.

The filter selection appears above the list for reference. To remove a particular filter,
click on the 'x' icon next to the filtered item.

4. Click the 'x' icon to exit the Filter quick view dialog.

The following figure shows how the applied filters are displayed on the GigaVUE-FM
instance page:
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Fabric Statistics

Header Stripping Statistics

(1} & Back to Nodes

Overview

é Health

Save Confi...

SYSTEM
Chassis
v Ports
Ports
Port Gr...
Port Pa...
Tool Mi...
Stack Li...
Tunnel ...
IP Inter...
Tunnels
> GigaSMART

> Inline Bypa...

O]

TRAFFIC
@

FM Instance: GigaVUE-FM

Box ID:10/1 X | | BoxID:10/2 X | |BoxID:10/3 X| |BoxID:10/4 X | |BoxID:2/5 X||BoxID:2/3 X| BoxID:2/4 X
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Dashboard

This section describes the Dashboards available in GigaVUE-FM. Refer to the following table

for details:

Left Navigation

Description

Reference
Pane
Overview
Physical Provides a quick visual overview of the traffic, Overview of
and health status, inventory and audit logs of the the Physical
Virtual physical and virtual nodes managed by and Virtual
GigaVUE-FM. Dashboard
System
Alarms Lists the alarms triggered in GigaVUE-FM Overview of
Alarms
Audit Logs captures audit logs for all users connected to
GigaVUE-FM
Events
FM Health Provides an overview of GigaVUE-FM health. FM Health
Dashboard
Analytics Analytics

Physical and Virtual Dashboard

This chapter describes the dashboards that provide information about the physical nodes,

ports, port links, maps, GigaSMART, audit logs, and events on a single page.

This chapter covers the following topics:

o Overview of the Physical and Virtual Dashboard
o Physical Dashboard Profiles

o Physical Dashboard Quick Views

o Physical Dashboard Widgets

Fabric Management
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Overview of the Physical and Virtual Dashboard

The Physical and Virtual Dashboard is a central location to monitor all the physical and
virtual nodes and clusters that are managed by GigaVUE-FM. The widgets in the dashboard
provides a quick visual overview of inventory and events, GigaSMART traffic, highest and
lowest traffic by maps and ports, traffic comparison by tags, most and least utilized traffic,
health status, and audit logs.

Physical Dashboard Profiles

The Physical Dashboard displays a number of default widgets when you first log in. They are
displayed with the profile labeled as Default. You can create multiple profiles and choose
the widgets to be displayed in each profile based on the data you want to proactively
monitor and troubleshoot in your Visibility Fabric.

To create a new profile

1. On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile drop-down and click Add/Edit Profile.

{8 CigaVUEM

Profile: | oetaut»

Default

AddEd: Pofle B EVENTS @ STATUSSIM

2. In the Add/Edit Profile... box, enter the name of the new profile and click Enter.
The new profile name is displayed under Profiles. The new profile page is displayed.

3. (Optional) Click the Edit icon and select Set as Login Profile if you want the new
profile to display as your default Physical Dashboard.
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Profile: new ~

Add/Edit Profile X

Default &
testl

Rename
new ize your dashboard

Add Profile
| Setas Login Profile |}

Figure 18 Profile Settings
To change the profile name, click Rename, edit the name, and press Enter.

To delete the profile, click Delete. If you delete a default profile, then the initial default
profile is automatically set as the login profile unless you actively select another one.
Once deleted, there is no option to recover those dashboards.

NoTE: When GigaVUE-FM is upgraded, the profiles created in the previous version
are not retained in the latest version.

Keep in mind the following regarding the widgets on the dashboard.

Fabric Management

Widget and trending data is available based on the GigaVUE-FM license purchased. For
the base package, the data is not stored for more than 1 day. The prime package users
can select any option including 1 month.

Individual widgets can be resized and saved as part of the profile. Each widget can
expand in both horizontal and vertical planes. The other widgets self-adjust when the
widgets are manipulated.

The widgets can also be dragged and dropped to different section of the page. Refer to
Physical Dashboard Profiles .

The data points can be viewed when the mouse is hovered over the graph as shown in
Physical Dashboard Profiles .

The widgets such as Unhealthy Maps opens a quick view when clicked on the cluster
info or the map alias. The quick view shows more details relating to that specific map.

The trending information can also be changed for each widget on the same dashboard.
The port and map health status changes on the device reflect instantly on the screen.
The color-coded legends are available at the bottom of each widget.
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AUDITLOGS & | EVENTS # | STATUS SUMMARY: PORT LINKS
Loay v Loay v Port Type | Total iU | Down | Disabled
Circuit 9 5 3 1
“ A sisastarte E 31
B Hyeric 58 1 47
[0 niine Network 18 - - 18
Inline Tool
D ~etwork 1228 &3 165 1000
4 »
Success @Faiure @Crtcal @M M
STATUS SUMMARY: UNHEALTHY MAPS £ || HIGHEST TRAFFIC: NETWORK PORTS € | HIGHEST TRAFFIC
| i | Traffic Ty
Clus.. | Map Alias | Status ® 1 Hour - raffic Type
devl  map_flow @ Port(s) porttool. 2/1x3 are administratively disabled but partic.. . . . . Choose which type of traffic to show on this widget
ClusterID { Host.. | PortlD | Port Alias | TrafficM.. @
devl  map_test @ Portis) porttool, 2/1/x3 are administratively disabled but partic... Physic
10609473 Critica.. /142 r12koubelks Y. 976566 el
devl  test890 @ Portis) porttool are administratively disabled but participating ...
10.60.94.73 Critica...  1/1x1 rllkoubelks .. —7624.22 ttem Type
FM-..  test123 @ Port(s) 15/La1 are link down 101153885 gigam 1312 N 149,30 Which items do you want to show
HC2- mapl @ Portfs) 13/ are link down
10.115.38.85 gigam. 1738 - 149.30 Physical Maps
HC2: mapl1l @ Portis) 1/3/1 are link down -
10.115.32.171 hcl-1.. /11 - 1 Mbps Tags
4 »
region ®9
LOWEST TRAFFIC: PHYSICAL MAPS # || STATUS SUMMARY: UNHEALTHY FLOWS &
1 Hom v Flo.a| Status (C]
‘ ‘ 2. @ Node [devl] is unreachable, Maps [map_test, map_flow] in the flow are unhealthy & Display Total
Node | Map Alias | Traffic (Mbps) ®
1t ® Node [FM-TAL0-1-5] has config sync issue How many items do you want to display on this widget
15.. (@ Node [FM-TA10-1-5] has config sync issue s
1 @® Node [FM-TA10-1-6] has config syne issue

Note: If the percentage displayed in a pie-chart is negligible or less , then it would be difficult
to click on the pie-chart arc and view the details .

Physical Dashboard Quick Views

When reviewing the widgets available on the Physical & Virtual dashboard, clicking on the
options in the widgets takes you to the details page relating to the information for that
node. For example, on the Nodes by Model or Software Version widget, you click on the
node and it takes you to the Physical Nodes page.

For more information about Physical Nodes, refer to Manage GigaVUE® Nodes and Clusters.

Physical Dashboard Widgets

This section describes the widgets that can be created and viewed on the Physical
Dashboard.

« Highest Traffic

« Lowest Traffic

« Traffic Comparison By Tags

= Most Utilized Traffic

« Least Utilized Traffic

« Inventory

« Status Summary

The default profile displays the following widgets:

« Highest Traffic: Network Ports, Tool Ports, and Physical Maps
» Status Summary: Unhealthy Maps and Port Links
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« Audit Logs
« Events

You can customize the widgets by modifying the physical dashboard profiles. Refer to
Physical Dashboard Profiles for more information.

Highest Traffic

The Highest Traffic widget can be created for the following:

« Physical
o Physical maps
o Fabric maps
o Network ports
o Tool ports
o Stack ports
o Hybrid ports

o Inline network ports

o Inline tool ports
«» GigaSMART

o GigaSMART groups
o GigaSMART operations

You can create as many Highest Traffic widgets as you want listing up to 5, 10, 15, 20, 50, or

100 items in each widget.

The highest traffic is measured in megabytes per second (Mbps). You can specify the period
over which the amount of traffic must be calculated. The period can be 1 hour, 1 day, 1 week,

or 1T month.

HIGHEST TRAFFIC: NETWORK PORTS

Cluster ID Host ...
10.60.94.73 Critica...
10.60.94.73 Critica...
10.115.38.85 gigam...
10.115.38.85 gigam...
10.115.32.171 hel-1..

| PortID | Port Alias

1/1/%2 r12.koubelks_YR0742_DS
111 rl11koubelks_YRO741_DS
1/3/x12

1/3/8

111

Figure 19 Highest Traffic: Example

The physical maps are listed by the node ID, map alias, and the traffic in Mbps.
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The ports are listed by the node on which they are used and the port alias. You can create
the Highest Traffic widget for the following ports:

Network ports

Tool ports

Stack ports

Hybrid ports

Inline network ports
Inline tool ports

The highest traffic for GigaSMART operations or GigaSMART group can be displayed as
shown in Figure 20Highest Traffic GigaSMART.

HIGHEST TRAFFIC: GIGASMART GROUPS 82
1 Hour v
Node | GSGroup = Traffic (Mbps) @
deve GS_1
HC2- gs_1

gigamon-... gsgl

Figure 20 Highest Traffic GigaSMART

To configure the Highest Traffic widget:

On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Add Widget

Figure 21 Add New Widget

Highest Traffic

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= [ll:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

A

Status Summary

Display the status summary of
nodes, unhealthy maps,
unhealthy flows. port links or
port drops

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,

52

Least Utilized Traffic
Display the lowest utilized

MNetwork, Tool, Inline Network
Parts and more

Audit Logs

Display the Audit Logs by
Result

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by

Model or Software

(« gﬂ)

Events

Display the Events by Severity

oK

Cancel

3. Inthe Add New Widget window, select Highest Traffic and click OK. The Highest
Traffic configuration window is displayed. Refer to Figure 22Highest Traffic
Configuration.

HIGHEST TRAFFIC

Traffic Type

Choose which type of traffic to show on this widget

Physical

Item Type

Which items do you want to show

Physical Maps

Tags

region

Display Total

east

How many items do you want to display on this widget

5 v

®6

Figure 22 Highest Traffic Configuration
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4. From the Traffic Type drop-down list, select one of the following traffic types:
o Physical—Allows you to view the physical maps and ports that contribute to the
highest traffic distribution.

o GigaSMART—AIllows you to view the virtual ports, GigaSMART groups, and
GigaSMART operations that contribute to the highest traffic distribution.

5. From the Item Type drop-down list, select the item you want to view. The options
displayed are based on the traffic type you selected in step 5.

6. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the highest traffic distribution must be displayed. This
step is optional.

7. From the Display Total drop-down list, select the number of items to be displayed. By
default, the number of items selected for display is 5.

8. Click OK.

Lowest Traffic

The Lowest Traffic widget lists the physical maps, flow maps, ports, and GigaSMART that
contribute to the lowest traffic within a specified time. You can create as many Lowest
Traffic widgets as you want listing up to 5, 10, 15, 20, 50, or 100 items in each widget.

The traffic flowing through a port or a map rule is measured in megabytes per second
(Mbps). You can specify the period over which the amount of traffic is calculated. The period
can be 1 hour, 1day, 1week, or 1 month.

LOWEST TRAFFIC: NETWORK PORTS ;_'@3
1 Day v

Cluster ID . HostN.. | PortID P | M@

10.115.32.171 hel-1.. 1/1/x1 - < 1 Mbps
10.115.38.85 gigam... 1/3/x12 -- 146.77
10.115.38.85 gigam... 1/3/x8 -- 146.77

10.60.94.73 Critica..  1/1/x1 r.. 7487.46

10.60.94.73 Critica...  1/1/2 r.. 9590.48
1 4

Figure 23 [owest Traffic
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The Lowest Traffic widget is configured exactly the same way as the Highest Traffic widget.
To configure the Lowest Traffic widget, refer to the configuration steps provided in Highest
Traffic . In step 4, select Lowest Traffic and click OK. The Lowest Traffic configuration
window is displayed.

Traffic Comparison By Tags

The Traffic Comparison By Tags widget allows you to compare the aggregated traffic flowing
through the list of ports associated to tags. You can choose to view up to four traffic
comparisons in a single widget. You can create as many Traffic Comparison By Tags widgets
as necessary in the selected profile and provide a customized name for each widget. The
customized name helps you to differentiate multiple traffic comparison widgets in a single
profile.

In this example, there is traffic flowing from GigaVUE-TAI10 to GigaVUE-HC2. You can group
the tool ports in GigaVUE-TA1O and create a tag as T A_TOOL. Then, you can group the
network ports in GigaVUE-HC2 and create a tag as HC2-NETWORK. Refer to Figure
24Example for Traffic Comparison By Tags Widget.

TA_TOOL HC2_NETWORK

r ¢ A3

k114 1/1/x4

TA-10(10.115.200.18)

11x15 HGC2 (10.115.200.200)

Figure 24 Example for Traffic Comparison By Tags Widget

Using the Traffic Comparison By Tags widget, you can compare the egress traffic passing
through the ports associated with T A_TOOL with the ingress traffic passing through the
ports associated with HC2-NETWORK, and quickly analyze if there is any packet loss
associated. Refer to Figure 25Traffic Comparison By Tags
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Ports Traffic Comparison By Tags i

1 Month v

500 g

Octets

550 .‘“‘I \
500 f .-‘"‘I a\l
450 ."I \ .-"‘ g\h
400 | : :
350
300 4
250
200
150
100 o

50

1 T U T T T T T T T T T T T T T T T T T T T T T T T T 1
17:00 17:00 17:00 17:00 17:00 17:00 17:00 17:00 17:00 17
Time

B Groups - HC2-NETWORK Rx (Kbps) B Groups - TA_TOOL Tx (bps)

Figure 25 Traffic Comparison By Tags

The Traffic Comparison By Tags widget also allows you to choose just the egress traffic
passing through the ports associated with T A_TOOL and view the graph.

The following statistics can be viewed for physical ports and GigaSMART:

Traffic Type Statistics

Physical Ports Data Rate
Packet Rate
Packet Errors
Packet Discards
Packet Drops
Port Utilization

GigaSMART Data Rate
Packet Rate
Packet Drops
Packet Errors
Packet Buffer

Packet Terminated

The aggregated traffic comparison is displayed as a graph. You can choose to display the
data over a day, an hour, a week, or a month. However, when you select a week or a month,
the time period is not persisted. The data is defaulted to 1 day when you navigate away from
the Physical Dashboards page and then return to the page. Click the notification icon at the
top of the window and view the alarms and notifications displayed (refer to Figure
26Notifications):

Fabric Management 57
GigaVUE-FM



GigaVUE Fabric Management Guide

0 @ 0

——
((Add Widget )

_A

Figure 26 Notifications

Hovering the mouse over the lines in the graph displays the tag name, traffic direction, and
traffic flow (Mbps).

To configure the Traffic Comparison By Tags widget:

1.  On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Figure 27 Add New Widget
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3. Inthe Add New Widget window, select Traffic Comparison By Tags widget and click
OK. The Traffic Comparison by Tags configuration window is displayed. Refer to Figure
28Traffic Comparison By Tags Configuration.

Fabric Management

GigaVUE-FM

53



GigaVUE Fabric Management Guide

o.

Traffic Comparison By Tags

Widget Name (optlonal)
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Which statistic do you want to display?

Data Rate -
How do you want to display the statistics

(@ i () Avimemern

OK

Figure 28 Traffic Comparison By Tags Configuration

(Optional) In the Widget Name box, enter a customized name for the widget.
Customized name helps to differentiate multiple traffic comparison widgets in the
same profile.

From the Traffic Type drop-down list, select one of the following traffic types:

o Physical Ports
o GigaSMART

From the Statistics drop-down list, select the type of statistic to view in the
comparison graph.

Select Sum or Average to determine the way to display the statistics.

In Tag Items, select two or more tags to compare.

a. For Traffic 1, select the tag name and tag value from the drop-down lists.
b. Select Ingress (Rx) or Egress (Tx) to determine the traffic direction.

c. Repeat step a and step b to select the next traffic for comparison.

Click OK.

Most Utilized Traffic

The Most Utilized Traffic widget allows you to view the ports with highest percentage
utilization. The highest percentage utilization is displayed over the selected period. The
period can be 1 hour, 1 day, 1 week, or T month to view the utilization percentage.

-

Cancel

The Most Utilized Traffic widget lists the ports with the cluster ID, port Id, port alias, and the
utilization percentage.
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Figure 29 Most Utilized Traffic Widget

To configure the Most Utilized Traffic widget:

1.  On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
30Add New Widget.
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Figure 30 Add New Widget

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= [ll:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

A

Status Summary

Display the status summary of
nodes, unhealthy maps,
unhealthy flows. port links or
port drops

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,

52

Least Utilized Traffic
Display the lowest utilized

MNetwork, Tool, Inline Network
Parts and more

Audit Logs

Display the Audit Logs by
Result

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by

Model or Software

(« gﬂ)

Display the Events by Severity

Events

oK

Cancel

3. Inthe Add New Widget window, select Most Utilized Traffic and click OK. The Most
Utilized Traffic configuration window is displayed. Refer to Figure 31Most Utilized Traffic
Configuration.
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Most Utilized Traffic

Traffic Port Type
Choose which type of port utilization to show on this widget

Network Ports -

Site (optional)
Select a site to only display the ports from this site

SantaClara -

Display Total
How many items do you want to display on this widget

5 A\

OK (| Cancel

Figure 31 Most Utilized Traffic Configuration
4. From the Traffic Port Type drop-down list, select one of the following port types:

o Network Ports

o Tool Ports

o Stack Ports

o Hybrid Ports

o Inline Network Ports
o Inline Tool Ports

5. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the most utilized traffic configuration must be
displayed. This step is optional.

6. From the Display Total drop-down list, select the number of items to be displayed. By
default, the number of items selected for display is 5.

7. Click OK.
Least Utilized Traffic
The Least Utilized Traffic widget allows you to view the lowest percentage utilization for all

the ports. The lowest percentage utilization is displayed over the selected period, You can
choose 1 hour, 1day, 1 week, or T month to view the utilization percentage.

The Least Utilized Traffic widget lists the ports with the cluster ID, host name, port number,
port alias, and the utilization percentage.
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Figure 32 [eaqst Utilized Traffic

The Least Utilized Traffic widget is configured exactly the same way as the Most Utilized
Traffic widget. To configure the Least Utilized Traffic widget, refer to the configuration steps
provided in Most Utilized Traffic. In step 4, select Least Utilized Traffic and click OK.

The Inventory widget provides information about the physical nodes by model and software.

Nodes by Model|

The Nodes by Model widget displays the number of nodes managed by the current instance
of GigaVUE-FM as a bar graph. Each bar in the graph indicates the number of each device
model managed. Hovering the mouse over a bar in the graph displays the model name and
the total number. Figure 33Nodes by Model shows a Node by Model widget displaying six
different nodes managed by GigaVUE-FM. Hover the mouse over the bar to view the
number of devices in each node.

Inventory: Nodes By Model &

(%)
1

# of Modes (9 total)

3_
I Model 3
u-] I I I l

TA1D
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Figure 33 Nodes by Mode/

Nodes by Software Version

The Nodes by Software Version widget presents a graph that helps you to quickly view the
software versions of the nodes that GigaVUE-FM is managing and the total percentage of
each version. Each software version is assigned a color in the graph, which is specified by the
legend. Hovering the mouse over an area in the graph displays the total number of software
version used as a percentage. In Figure 34Nodes by Software Version, the Nodes by Software
Version widget shows that there are 7 instances of version 5.1 and 2 instances of version 5.0,
which is 22 percent of the total versions installed.

Inventory: Nodes By Software Version &

Software Version W 5.1.00 78% (7)

5100

Figure 34 Nodes by Software Version

To configure the Inventory widget:

1. On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
35Add New Widget.
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Figure 35 Add New Widget
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3. Inthe Add New Widget window, select Inventory and click OK. The Inventory
configuration window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.
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Inventory

Inventory Type
Choose which type of inventory to show on this widget

Physical Nodes -
Property
Which property do you want to show?
Modes By Software Version -
Site (optional)
Select a site to only display the nodes from this site

|' All Sites -

OK || Cancel

Figure 36 /nventory Configuration
4. From the Inventory Type drop-down list, select the Physical Nodes.
5. From the Property drop-down list, select one of the following:

o Nodes by Model

o Nodes by Software Version

6. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the inventory type details must be displayed. This step
is optional.

7. Click OK.

Status Summary

Refer to the following section for the Status Summary widget details:

« Nodes' Status Summary

« Port Link Status Summary
« Unhealthy Maps

« Unhealthy Flows

« Port Drops and Errors

« Unhealthy Fabric Maps

Nodes’' Status Summary

The nodes’ status summary widget presents a graph that allows you to quickly view the
current status of the physical nodes that GigaVUE-FM is managing and the number of
nodes in a particular status, which is indicated by a color in the graph. The possible statuses
are:

« Normal (green)

Inventory 6-|
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«  Warning (yellow)
« Error (orange)
« Critical (red)

For information about how the device status is computed, refer to Node Health Status.

Hovering the mouse over an area in the graph displays the percentage of nodes in that
status. In Figure 37Nodes’ Status Widget, the widget shows that there are 5 nodes in Normal
status, 4 nodes in Warning status, and 5 nodes in Critical status. There are no nodes in Error

status.

Status Summary: Node o

MNodes' Status

M Critical Warning ™ Error B MNormal

Figure 37 Nodes' Status Widget

Port Link Status Summary

The Port Link status summary widget allows you to view the current link status of all the
ports available in the physical nodes currently managed by GigaVUE-FM. Optionally, the Port
Link status can be displayed for the required combination of tag key and tag value (for
example: tag key is 'Site' and tag value is 'East'). When a particular site tag is selected, the
port link status of all the ports available in the nodes associated to that site are displayed in

the Port Link Status Summary dashboard.

Refer to Figure 38Status Summary: Port Links Widget for Status Summary: Port Links
dashboard.

Inventory 62
Port Link Status Summary



GigaVUE Fabric Management Guide

STATUS SUMMARY: PORT LINKS @

Port Type | Total i Up | Down | Disabled @
[ circuit

A cigasmarTe 2 1 1

B Hybria
[ inline Network
Inline Tool

0 Network 45 - - 45

B stack

Figure 38 Status Summary: Port Links Widget

The Status Summary: Port Links widget lists the following:

« Ports type
« Total number of ports in each type
« Total number of ports in the up, down, or disabled state

Click the numbers in the down or disabled column. A quick view provides detailed
information with the cluster ID, device host name, port ID, and port alias of all the ports in
the down or disabled state. If the port status is down, the quick view also provides
information about the time since when the port has been in down state. The down time is
displayed in minutes, hours, days, or months.

Click the port ID link for a detailed view of the packet errors, packet drops, data rate
transmitted or received, packet transmitted or received, and so on occurring on an hourly,
daily, weekly, or monthly basis. You can also view the related maps, transceiver type, speed,
and other detailed information about the port.

NoTE: All gateway ports on GigaVUE TA Series nodes are tool ports.

Unhealthy Maps

The Unhealthy Maps status summary widget lists the maps that are in unhealthy state. The
health of a map is determined by the health status of its associated components such as
ports, port groups, port pairs, GigaStream, tool port, GigaSMART group, tunneled port, virtual
port, inline network, inline tool, inline tool group, inline serial tool group, inline network
group, and GigaSMART operations. If the status of any one of the component is down, the
corresponding map is also considered unhealthy.

The Unhealthy Maps widget shows the cluster ID, map alias, and current status of the
unhealthy map. The possible statuses are:

« Critical (red)

=  Warning (amber)

« Unknown (gray)
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The health status of a map is shown as gray when the traffic health is still being computed.
The status will be updated eventually.

Click on the ID to go directly to the node. Click on the map alias to display the quick view for
the map. Hovering the mouse over the status bubble for the map displays the port or ports
related to the map that is in an unhealthy state.

Unhealthy Flows

The Unhealthy Flows status summary widget lists the flows that are in unhealthy state. The
health of a flow is determined by the health status of the pass-all maps and the priority
maps involved in the flow.

A priority map group consists of one or more maps configured with the same source ports.
The health of a priority map group is determined by the aggregated health of the
constituted maps. The health of the maps is determined by its associated components such
as ports, port groups, port pairs, GigaStream, and so on. If any one of the maps in the priority
map group is unhealthy, the corresponding priority map group is also considered unhealthy.
But, the overall health status of a flow is determined by the aggregated health of the maps
that are involved in the flow.

The Unhealthy Flows widget shows the names of the flows that are in unhealthy state and
the names of the maps that are unhealthy in the flow. Click the Flow Name to open the flow
view page.

For more information about Flows, refer to Flows.

Port Drops and Errors

The Port Drops and Errors status summary widget helps in identifying the ports with packet
drops or packet errors in the network. When a particular site value is selected, the status
summary widget lists the port types associated to that site and the number of ports having
packet drops, transmitting errors, or receiving errors in the site. You can view the number of
ports with packet drops or packet errors occurring on a daily or an hourly basis.

NOTE: To view the unhealthy ports for GigaSMART, the GigaVUE-OS node must have
Software version 5.0.

To view detailed information about the port drops and errors, click the number in the Pkt
Drops, Rx Errors, or Tx Errors column. A quick view displays the cluster ID, host name, port ID,
port alias, and the number of packet drops or errors for the list of unhealthy ports in the port
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type. If there are too many ports, click the Filter icon and filter the ports based on the cluster

ID, host name, port ID, or port alias. To clear the filters, click Clear Filters in the filter dialog
box.

In the Unhealthy Ports quick view, click the port ID for a detailed view of the type of packet
errors or packet drops occurring on a daily or an hourly basis. You can also view the related
maps, transceiver type, speed, and other detailed information about the port, which helps to

investigate the reason for the packet drops or packet errors. To return to the Ports quick
view, click Back.

To configure the Inventory widget:

1. On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard

page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Figure 39 Add New Widget

3. Inthe Add New Widget window, select Status Summary and click OK. The Status
Summary configuration window is displayed.

Status summary

Status
Choose which status to show on this widget

Port Links -

Site {optional)
Select a site to only display the items from this site

-

OK || Cancel

Figure 40 Status Summary Configuration
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4. From the Status drop-down list, select one of the following:

o Node—For information, refer to Nodes' Status Summary.

o Port Links—For information, refer to Port Link Status Summary.

o Unhealthy Maps—For information, refer to Unhealthy Maps.

o Port Drops & Errors—For information, refer to Port Drops and Errors.

5. Select the required tag key and tag value combination for which the highest traffic
distribution must be displayed. This step is optional.

6. Click OK.

Unhealthy Fabric Maps

The unhealthy flow maps widget displays the list of unhealthy flow maps.

The Unhealthy Fabric Maps status summary widget lists the maps that are in unhealthy
state. The health of a fabric map is determined by the health status of its associated
components such as maps, ports, port groups, port pairs, GigaStream, tool port, GigaSMART
group, virtual port and GigaSMART operations. If the status of any one of the component is
down, the corresponding fabric map is also considered unhealthy.

The Unhealthy Maps widget shows the fabric map alias and the current status of the
unhealthy fabric map. The possible statuses are:

« Critical (red)
« Warning (amber)

« Unknown (gray): The health status of a map is shown as gray when the traffic health is
still being computed. The status will be updated eventually.

Audit Logs

The Audit Logs widget shows the audit logs of successful and failed events. Optionally, the
audit logs can be displayed for a specified site. When a particular site tag is selected, the
audit logs pertaining to the clusters and nodes associated to that site are displayed in the
Audit Logs dashboard.

The Audit Logs widget presents a graph that allows you to quickly view the number of logs
in successful or failure state. In the graph, the state is indicated by color. The possible log
results are:

» Success (green)
« Failure (red)

Inventory
Unhealthy Fabric Maps 67



GigaVUE Fabric Management Guide

Hovering the mouse over an area in the graph displays the percentage of audit logs in that
result. You can also specify the audit log statuses that have occurred over the past hour, day,
week, or month. Figure 41Audit Logs by Result shows the audit log results over each of the

time periods.

Audit Logs o

1 Hour [=]

B Success W Falure

Audit Logs o
1 week [=]

W Failure &% (1)

Audit Logs

B Failurg

Figure 41 Audit Logs by Result

W Success B Failure

1 Month |=

W Success W Fallure

In this example, the Audit Logs widget shows that there is a log with the failure status that
has occurred in the last hour. When you go to the audit logs page, you can see the entries,
which matches with the information displayed in Audit Logs widget: two successes and one

failure due to an incorrect log in.

To configure the Audit Logs widget:

Inventory
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1. On the left navigation pane, click on Iﬂ and form the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Figure 42 Add New Widget
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3. In the Add New Widget window, select Audit Logs and click OK. The Audit Logs
configuration window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.
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Audit Logs

Category
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Figure 43 Status Summary Configuration
4. Choose the category of audit log results you want to view:
» Successful
o Failure
5. Click OK.

Events

The Events widget presents a graph that shows the number of events that have occurred
within a particular severity level, which is indicated by a color in the graph. Optionally, the
events can be displayed for a specified site. When a particular site tag is selected, only the
events pertaining to the clusters and standalone nodes associated to that site are displayed
in the Events dashboard.

The possible severity levels are:

« Information (blue)
« Major (orange)

=«  Minor (yellow)

« Critical (red)

Hovering the mouse over an area in the graph displays the percentage and the number of
events that have occurred within the selected severity level. You can also select the time
period to view the number of events that have occurred over the past hour, day, week, or
month.

Figure 44Events Widget shows the number of events that have occurred in the past week in
each severity level for all sites. If you want more detail about the events, select Events in the
Physical page.
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Figure 44Events Widget shows the number of events that have occurred in the past week in
each severity level for the tag Santa Clara site.

Events
Site: Santa_Clara

Events

W Critical B Major Minor M Info

Figure 45 Events Widget for Santa Clara

To configure the Events widget:
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1. On the left navigation pane, click on Iﬂ and from t he Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Figure 46 Add New Widget
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3. Inthe Add New Widget window, select Events and click OK. The Events configuration
window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.

Events

Severity
Choose which event severities to show on this widget

) Critical
5 Major
2 Minor
info

Site (optlonal)
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-

OK || Cancel

Figure 47 Status Summary Configuration
4. Choose the event you want to view in the widget:
o Critical
o Major
o Minor
o Info

5. Select the required tag key and tag value combination for which the events must be
displayed. This step is optional.

6. Click OK.

FM Health Dashboard
This chapter describes the Health Monitor Dashboard of GigaVUE-FM.

This chapter covers the following topics:

« Overview of FM Health Dashboard
« Alarm Thresholds and Notifications

You can access the Health Monitor Dashboard and view the current system
performances such as CPU, Memory and Disk Usage without being authenticated in to
GigaVUE-FM. Type <fmip>/fmHealth in your browser to view the Health Monitor
Dashboard.
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Overview of FM Health Dashboard

GigaVUE-FM is the central management appliance for the visibility fabric. Therefore,
knowing its current health is important in order to maximize the availability of the appliance.
The Health Monitor dashboard provides health information about GigaVUE-FM and makes it
possible to do the following:

» Detect problems with GigaVUE-FM so that they can be responded to in a timely
fashion.

« Provide alerts about issues that could impact the performance, such as CPU or disk
over-utilization.

The Health Monitor provides the following monitors:

« CPU utilization
«  Memory utilization
« Disk utilization

CPU Usage

67% Utilized

VL

VU W

T i T
10:00:14 AM 10:28:43 AM 105712 AM 11:25:41 AM  11:54:09 AM 122238 PM 1251:07 PM 1:19:36 PM  1:48:04 PM  2:16:33 PM
Time ¥

Memory Usage

-

Usage (%)

67% Utilized

-

Figure 48 Health Monitor Dashboards
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Note: If the percentage displayed in a pie-chart is negligible or less, then it would be difficult
to click on the pie-chart arc and view the details.

CPU Utilization
The CPU Utilization Monitor displays overall CPU usage over time, providing information

about peak CPU usage. This indicates whether there is sufficient CPU processing power for
the currently deployed FM appliance deployment. For example, peak CPU usage above a
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high-utilization mark of 90 for a long period for more than 30 minutes could indicate that
the CPU power of the server is not adequate for GigaVUE-FM to manage the size of the
deployed visibility fabric.

The CPU Utilization Monitor displays utilization as donut and time charts. The donut chart
shows the percentage of utilized and available CPU. The time chart shows utilization at
specific intervals. By clicking on a point in the time chart, you can see the utilization at a
specific point in time. In Figure 49CPU Utilization Monitor, the CPU utilization at 10:49:55 AM
is 1.0 percent.

CPU Usage

L T DhH :F Sitb

Usage (%)

1% Utilized

10:02:08 AM 10:27:32 AM 10:52:58 AM 11:18:22 AM  11:42:48 AM 12:03:14 PM 12:24:40 M 1:00:08 PM 1:25:31 PM  1:50:57 PM
Time

Figure 49 CPU Utilization Monitor

Memory Utilization

The Memory Utilization Monitor displays overall memory usage over time, providing
information about peak memory usage. This indicates whether there is sufficient memory to
handle the size of the visibility fabric managed by GigaVUE-FM. For example, memory usage
above a high-utilization mark over a period for more than 30 minutes could indicate that the
amount of memory supplied to GigaVUE-FM is insufficient.

The Memory Utilization Monitor displays utilization as dough nut and time charts. The
dough nut chart shows the percentage of utilized and available memory. The time chart
shows utilization as specific intervals. By clicking on a point in the time chart, you can see
the utilization at a specific point in time. In the following figure, the memory utilization at
11:48:49 AM is 17 percent.
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Memory Usage
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Time

Figure 50 Memory Utilization Monitor

NoTeE: When GigaVUE-FM starts up, the Memory Utilization Monitor displays around
60-65%. The utilization slowly increases up to 85% with the back end operations
running and the memory gets stabilized at this point. A spike in memory is also
observed when syslogs are more than usual.

Storage Utilization

The Storage Utilization Monitor displays disk usage levels over time for individual partitions,
providing information about peak disk usage for GigaVUE-FM logs. This provides
information that can help prevent outages due to disk out-of-space issues.

The Storage Utilization Monitor displays utilization for GigaVUE-FM logs. The bar charts show
the percentage of disk utilization in the partitions for GigaVUE-FM logs. The time chart
shows utilization as specific intervals for both partition. By clicking on a point in the time
chart, you can see the utilization at a specific point in time. In Memory Utilization, the disk
usage at 11:16:01 AM for GigaVUE-FM logs is 18.5 percent and the disk usage for GigaVUE-FM
data is 12%.

STORAGE USAGE

Usage (%)

Partition: /var

50
' 10.9% 404
304

17.7 GB free of 19.9 GB

B 5:00:00 PM
M FM-LOGS | 10.8 % Disk Usage

Figure 51 Storage Utilization Monitor

Alarm Thresholds and Notifications

For CPU, memory, and disk utilization monitoring, an alarm is triggered in the Alarms page if
the following threshold levels are exceeded:
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CPU Utilization - 80%

*» Memory Utilization- 90%
File System (/var) - 80%
File System (/config) - 80%

Inventory
Events
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GigaVUE-FM Reference Materials

This section provides additional information useful for GigaVUE-FM.

Topics:
« Disk Size on GigaVUE-FM
« Data Transfer Rate Units
« Open Ports in GigaVUE-FM
« Health Status
« GigaVUE-FM APIs

GigaVUE-FM Reference Materials
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Disk Size on GigaVUE-FM

This section describes how to increase the data storage space available on GigaVUE-FM. It
also explains how to clear the space in the /var directory.

« After installing GigaVUE-FM, the size of /config can be increased by increasing the size of
the disk used for /config and then rebooting GigaVUE-FM.

» Increase Disk Size on a New or Existing GigaVUE-FM Installation on KVM describes

increasing the disk size for a new or existing GigaVUE-FM installation as well as for an
upgrade from previous releases.

Note: This procedure only applies to installations on KVM. Ensure that you apply this
procedure only to GigaVUE-FM version 5.8 and later.
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Increase Disk Size on a New or Existing GigaVUE-FM Installation on KVM

Note: This procedure only applies to installations on KVM. Ensure that you apply this
procedure only to GigaVUE-FM version 5.8 and later.
To increase disk size on a new or existing GigaVUE-FM installation, do the following:
1. Shutdown the GigaVUE-FM system.
2. Open the Virtual Machine Manager, and then go to IDE Disk 2.

& FM_5900 on QEMU/KVM — O
File Virtual Machine View Send Key

=0 Il @®- @ 3

B overview Virtual Disk
performance Source path: /var/llplllbvut,llmages/FM_SQOO«l.qcowZ
Device type: IDE Disk 2

m . Storage size: 40.00 GiB

&5 Memory Readonly: |

N i le:

~3 Boot Options Shareable: [

) .

. 'DEDisk1 w Advanced options

@ !DE CDROM 1 Disk bus: | IDE -
-

Serial number:
NIC :98:ef:32
O Mouse Storage format: | gcow2
85 Keyboard » Performance options

- Display Spice
i Sound iché

g .

t=y Serial 1

Y .

£y Channel spice
Bl video QxL

m Controller USB 0
m Controller PCI 0

-E Cantrallar IDE.N

Add Hardware Remove Cancel Apply

3. Open the console, and run the following command to increase the disk size:
/var/lib/libvirt/images# qemu-img resize <instance _name>-l.qcow2 +20G
The disk size is increased.

4, Start-up the GigaVUE-FM system.

5. Login to the GigaVUE-FM system using CLI, and then run the df -h command to verify
the disk size.
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[admin@unconfigured-gigavue-fm ~]$ df -h

Filesystem
devtmpfs
tmpfs
tmpfs
tmpfs
/dev/sda6
/dev/sda5

/dev/sdal
tmpfs

Size
7.9G

-
7.
-
9.

REERA

1

677M
1.66

Used Avail Use% Mounted on

@ 7.9G 0% /dev

@ 7.9G 0% /dev/shm
680K T7.9G 1% /run

0 7.96 0% /sys/fs/cgroup
3.1G 6.5G 32% /
2.2G 17G 12% Jvar

41M 637M 6% /boot
0 1.6G 0% /runfuser /1000

[admin@unconfigured-gigavue-fm ~]$ l
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How to Clean up Disk Space on a GigaVUE-FM Instance

The /var directory can sometimes run out of storage space and result in performance
degradation of GigaVUE-FM. The best practice is to periodically check the storage space
(refer to the “Storage Management” section in the GigaVUE Administration Guide) and
clear up the disk space to avoid system misbehavior.

The disk space on a GigaVUE-FM Instance can be cleared up in multiple ways:

Purging the statistics older than a certain date. For more information, refer to the
Storage Management section in the GigaVUE Administration Guide.

Removing the unused internal images. For more information, refer to the Internal
Image Files section in the GigaVUE Administration Guide.

Deleting the logs. For more information, refer to the Delete a Log File section in the
GigaVUE Administration Guide.
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Data Transfer Rate Units

Data Transfer Rate is measured as multiples of unit bits per second (bit/s) or as bytes per
second (B/s). The transfer rates shown on the dashboard and in other places are measured
as decimal multiples of bits. The following table shows the units of data transfer:

Table 1. Decimal Multiple of Data Transfer Rate in Bits

Data Rate Symbol Rate

Kilobit per second kbps 1000 bits per second

Megabit per second Mbps 1,000,000 bits per second
Gigabit per second Gbps 1,000,000,000 bits per second

NoTE: 8 kilobits =1 kilobyte

Table 2: Decimal Multiple of Data Transfer Rate in Bytes

Data Rate Symbol Rate

Kilobyte per second kBps 8000 bits per second

Megabyte per second MBps 8,000,000 bits per second
Gigabyte per second GBps 8,000,000,000 bits per second
Terabyte per second TBps 8,000,000,000,000 bits per second

Open Ports in GigaVUE-FM

This appendix provides information about the open ports in GigaVUE-FM and also in the
devices. Refer to the following sections:

« Open Default Ports

« Open Ports for GigaVUE-FM Migration

« Open Ports for High Availability

«» Open Ports for Communication Between Members of GigaVUE-FM High Availability
Cluster

« Open Ports in GigaVUE HC Series Devices
» Open Ports in GigaVUE-FM
=« Open Ports for Clustered Node Communication
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Open Default Ports

The following table provides information about the default ports open in the firewall for
GigaVUE-FM. The table is sorted by Protocol and then Port Number.

Port
Number

Protocol

Service

Traffic
Direction

Description

80 HTTP GigaVUE-FM Bidirectional Used for redirecting the traffic internally
GUI traffic between to port 443.
Web Browser and | Note: You can choose to shut down port
GigaVUE-FM 80 for enhanced security.
443 HTTPS GigaVUE-FM Bidirectional Used for normal GigaVUE-FM user
GUI traffic between interaction.
Web Browser and
GigaVUE-FM
Bidirectional
traffic between
GigaVUE-FM and
GigaVUE-VM.

389 LDAP AAA Bidirectional Used for accessing and maintaining
traffic between distributed directory information
LDAP server and services over the Internet Protocol (IP)
GigaVUE-FM network.

636 LDAP AAA Bidirectional Used for secure LDAP protocol over SSL
traffic between for accessing and maintaining
LDAP server and distributed directory information
GigaVUE-FM services over the Internet Protocol (IP)

network.

1812/1813 Radius AAA Bidirectional Used for running the client/server

1645/1646 traffic between protocol in the application layer. They
Radius server and | can use either TCP or UDP as the
GigaVUE-FM transport protocol.

49 TACACS AAA Bidirectional Used for communicating with the
traffic between authentication server in order to
TACACS server determine if you have access to the
and GigaVUE-FM | network.

22 TCP SSH Bidirectional e Used for GigaVUE-FM admin user
traffic between login. Also, used for initial
Putty and GigaVUE-FM IP configuration.
GigaVUE-FM e Used by the web browser to

communicate with GigaVUE-VM for
troubleshooting purposes.

514 TCP Logstash Unidirectional Used for sending device log messages
traffic from via SSL from devices to GigaVUE-FM.
physical nodes to
GigaVUE-FM
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Protocol

Service

Traffic
Direction

Description

5672

TCP

RabbitMq

Unidirectional
traffic from

physical nodes to

GigaVUE-FM

Used for sending event notifications via
SSL from devices to GigaVUE-FM.

5671

TCP/SSL

RabbitMq

Unidirectional
traffic from

physical nodes to

GigaVUE-FM

Used for sending event notifications via
SSL from devices to GigaVUE-FM.

53

ubpP

DNS

Bidirectional

traffic between a

DNS server and
GigaVUE-FM

Used to resolve Fully Qualified Domain
Names (FQDNSs).

68

ubpP

DHCP

Bidirectional
traffic between

GigaVUE-FM and

DHCP server

Used only if DHCP is enabled on the
GigaVUE-FM appliance.

123

UDP

NTP

Bidirectional

traffic between a

Network Time
Protocol (NTP)
server and
GigaVUE-FM

Used only if GigaVUE-FM is configured
to use NTP.

162

ubP

SNMP

Unidirectional
traffic from
managed
appliances to
GigaVUE-FM

Used to process incoming traps sent
frorn managed appliances to
GigaVUE-FM.

2055

ubpP

NetFlow

Unidirectional
traffic from
managed
Appliances to
GigaVUE-FM

Used for receiving NetFlow traffic.
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Protocol

Service

Traffic
Direction

Description

2056 UbP Logstash Unidirectional Used by Application Intelligence for
traffic from sending monitoring reports to GigaVUE-
physical and FM.
virtual nodes to
GigaVUE-FM

8443 TCP HTTPS ALT Bidirectional Port 8443 is an alternative HTTPS port
traffic and a primary protocol that the Apache
between Tomcat web server utilizes to open the
GigaVUE-FM and SSL text service. In addition, this port is
Apache Tomcat primarily used as an HTTPS Client
web server. Authentication connection protocol.

9514 TCP Logstash Unidirectional Port used by logstash application.
traffic from nodes
to GigaVUE-FM

Note: The following ports are blocked by firewall internally (and no security issues
have been observed). You cannot access GigaVUE-FM using these ports:

e 2181

e 8009
e 8080
e 9200

Open Ports for GigaVUE-FM Migration

The following table provides details about ports that must be open during GigaVUE-FM
migration.

Protocol

Service

Traffic
Direction

Description

Putty and
GigaVUE-FM

traffic between

443 HTTPS GigaVUE-FM Bidirectional Used for APl and GUI access related
GUI traffic between operations.
Web Browser
and GigaVUE-FM
22 TCP SSH Bidirectional Used for transferring configuration

files between two instances of
GigaVUE-FM.
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Protocol

Service

Traffic
Direction

Description

902

TCP/UDP

ESXi Host

Bidirectional
traffic between
VMware vCenter
and ESXi hosts

e For migration and provisioning
purposes, this port must be open
between the VMware vCenter
server and the VMware ESXi hosts.
Otherwise, GigaVUE-FM bulk
deployment fails.

e Used for sending data from
vCenter Server to the ESXi host.
The ESXi host uses this port to send
regular heartbeat to the vCenter
Server system.

Open Ports for High Availability

The following table provides details about ports that must be open for GigaVUE-FM High

Availability.

Protocol

Service

Traffic Direction

Description

22 TCP SSH Bidirectional traffic e Used for GigaVUE-FM admin user
between Putty and login. Also, used for initial
GigaVUE-FM GigaVUE-FM IP configuration.

e Used by the web browser to
communicate with GigaVUE-VM
for troubleshooting purposes.

e Used for transferring configuration
files between two GigaVUE-FM
instances during migration.

80 TCP HTTP Bidirectional traffic Used for redirecting the traffic
between Web internally to port 443.
Browser and Note: You can choose to shut down
GigaVUE-FM port 80 for enhanced security.
443 TCP HTTPS e Bidirectional Used for normal GigaVUE-FM user
traffic between interaction.
Web Browser and
GigaVUE-FM.
e Bidirectional
traffic between
GigaVUE-FM and
GigaVUE-VM.
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Protocol

Service

Traffic Direction

Description

e Bidirectional
traffic between
the GigaVUE-FM
instances in a
High Availability
group.

fromm managed
appliances to
GigaVUE-FM

514 TCP/UDP Shell/Syslog Unidirectional traffic | Used for sending device log messages
from physical nodes | via SSL from devices to GigaVUE-FM.
to GigaVUE-FM

4369 TCP EPMD/RMQ Bidirectional traffic Small additional process that runs
between RMQ alongside every RabbitMQ node and
members in cluster. is used by the runtime to discover

what port a particular node listens to.
The port is then used by peer nodes.

5671 TCP amqgps Unidirectional traffic | Used for sending event notifications
from physical nodes | via SSL from devices to GigaVUE-FM.
to GigaVUE-FM

25672 TCP RabbitMQ/ Bidirectional traffic

SNMP Traps between RMQ
members in cluster.

68 UDP DHCP Bidirectional traffic Used only if DHCP is enabled on the
between GigaVUE-FM appliance.
GigaVUE-FM and
DHCP server

162 UuDP SNMP Unidirectional traffic | Used to process incoming traps sent

fromn managed appliances to
GigaVUE-FM.

NOTE: Ports 9514 and 9162 are used to receive the traffic forwarded by ports 514 and
162, respectively. Therefore, these ports need not be opened explicitly.

Open Ports for Communication Between Members of GigaVUE-FM High Availability Cluster

The following table lists the ports that must be open for communication between the
members of GigaVUE-FM High Availability cluster.

NoOTE: These ports cannot be accessed by standalone GigaVUE-FM instances.
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Protocol

Service

Traffic Direction

Description

8300 TCP Consul Bidirectional traffic Used To handle incoming requests
between membersin | from other agents.
GigaVUE-FM cluster.

8301 TCP/UDP Consul Bidirectional traffic Used for inter-cluster communication
between membersin | over LAN.
GigaVUE-FM cluster.

8302 TCP Consul Bidirectional traffic Used for inter-cluster communication
between membersin | over WAN.
GigaVUE-FM cluster.

30865 TCP CSync2 Bidirectional traffic Used for Synchronization of
between members in | files/directories across cluster. For
GigaVUE-FM cluster. example, Image files during GigaVUE-

FM HA Upgrade.
9300 TCP Elastic Bidirectional traffic Used for inter-cluster communication.
Search between membersin

GigaVUE-FM cluster.

27017 TCP MongoDB Bidirectional traffic Used for data replication across
between members in | clusters and data access through
GigaVUE-FM cluster. GigaVUE-OS CLI.

Open Ports in GigaVUE HC Series Devices

The following table lists the open ports in GigaVUE-H series devices. GigaVUE-FM manages
the devices using these open ports.

Protocol

Service

Traffic
Direction

Description

traffic between
GigaVUE-FM
and devices.

80 HTTP Communication Bidirectional Used for initial communication setup.
traffic between | Assumption is that HTTP redirect will
G|gaVUE-FM be turned ON in all GigaVUE devices
and devices. and FM will use HTTP(S) henceforth

443 HTTPS Communication Bidirectional GigaVUE-FM to device communication.

Refer to the following notes:
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Protocol Service Traffic Description

Direction

o Starting in software version 5.9.00,
XML Gateway services are shutdown
in the devices. Therefore, if you
change the HTTPS port number of a
device using CLI, then:

e For devices that are not added
and managed by GigaVUE-FM:
You must update the
HTTPS port number when
adding the nodes using the
Add Physical Nodes page in
GigaVUE-FM GUI. Refer to the
Add Nodes Manually section
for more details.

e For devices that have already
been added and managed by
GigaVUE-FM: You must update
the HTTPS port number from
the Node Details page (Admin
> System > Node Details ). In
the Node Details page, select
the device and click Edit to
update the port number and
click Save.

e Failure to do so will terminate
communication between the device
and GigaVUE-FM

NoTE: Until software version 6.5, if
the HTTPS port number is
changed using CLI, then
GigaVUE-FM will learn the port
number through the

XML Gateway request.

e Devices with software version
greater than or equal to software
version 5.9.00 are XSRF enabled, by
default.

Open Ports for Clustered Node Communication

The following table lists the open ports in GigaVUE HC Series and GigaVUE TA Series devices.
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Protocol

Service

Traffic
Direction

Description

5353

ubP

Communication

Bidirectional

Used for cluster communication

6379

TCP

Communication

Bidirectional

Used to communicate with clients
that need to reach the cluster nodes

Open Default Ports
Open Ports for GigaVUE-FM Migration

Open Ports for High Availability

Open Ports for Communication Between Members of GigaVUE-FM High Availability

Cluster

Open Ports in GigaVUE HC Series Devices

Open Ports in GigaVUE-FM
Open Ports for Clustered Node Communication
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Health Status

GigaVUE-FM computes the health status of the devices by collecting inventory information
and also information related to physical and logical components. The health of the devices is
recomputed periodically based on the confic sync updates.

This appendix provides the health status information of the following components:

Node Health Status

Port Health Status

Map Health Status
GigaSMART Map Health Status
Flow Health Status

How GigaVUE-FM Computes Health Status

GigaVUE-FM determines the health status of the clusters based on the events received and
information collected from the devices. In a scaled environment, GigaVUE-FM manages a
large number of devices and computes the health state in an optimized way:

Prioritization of Tasks

GigaVUE-FM receives events such as state changing and traffic related SNMP traps. It also
periodically collects configuration changes through the config refresh cycle. GigaVUE-
FM prioritizes these tasks in the following order:

Config Update/Delete (performed through GigaVUE-FM APIs)
Node Addition/Deletion (performed through GigaVUE-FM APIs)
SNMP Traps/RMQ Events

User Triggered Config Sync

Background Config Sync

The SNMP traps are in turn prioritized in the following order:

Utilization Trap

Packet Drop Trap

Packet Error Trap

Module State Change Trap

Trap Link State Change Trap

Physical Component State Changing Trap
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NoTE: A background config refresh collects inventory information for the
components and submits its task to GigaVUE-FM to process the health state of the
components. If GigaVUE-FM receives a state changing trap (link down, link up)
simultaneously for the same component, then based on priority, the trap is processed
first and the config refresh health computation on the component will happen next.
This leads to old state information of the component to be replaced with the new
state information, which will be corrected in the next config refresh cycle.

Health Queue Threshold

GigaVUE-FM maintains a health queue threshold to throttle the number of tasks submitted

to it. This ensures that GigaVUE-FM is not oversubscribed with a huge number of tasks. The
health queue threshold is applicable only to the following tasks and is derived based on the

system profile:

e Config Refresh
e SNMP Traps

Backoff Mechanism

GigaVUE-FM implements a 'Backoff Mechanism' which ensures that after a particular
threshold limit is reached, background tasks such as config refresh and SNMP traps will
back off from starting its process of performing rediscovery and config refresh on clusters.
For example, if config refresh threshold (health queue) is reached, then the subsequent
config refresh for the clusters will be backed off. GigaVUE-FM maintains counters for the
clusters that were backed off when they reached the threshold limit.

NoTE: If a user is forcefully rediscovering the cluster and if the health queue is busy,
then the request will be ignored with the following message 'Backing Off the
Attempt as Health Engine is busy'.
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Node Health Status

The status of a node is determined by the health status of the following components:

« Ports

« Cards

« Fan Trays

« Power Modules

=  Memory utilization
« CPU utilization

The health of a port and a fan depends on the health status of its associated components.
For example, the health of a card depends on the port health. If more than 50% of the ports
in a card are up and the operational status of the card is also up, then the card is determined
as healthy (green). Similarly, the health of a fan depends on the operational status of the fan
tray.

NoTE: GigaVUE-FM computes the health status of the node based on FanChange
and PowerChange traps and the same is reflected in GigaVUE-FM GUI. The card
health status is computed based on ModuleChange trap and the same is reflected in
GigaVUE-FM GUIL.

A node is considered unhealthy if:
» atleast 50% of the cards are down
« atleast 50% of the ports in a card are down
« atleast1power module is down
« the average memory usage over the past one hour is more than 70%
« the CPU load per core is more than 50% overloaded

« the Different Power Supply Modules [PWR-HCIP-01 and PWR-HCI1P-02] are used
(Applicable only for GigaVUE-HCI1-Plus and GigaVUE-HC3)

The change in the health status of a node is indicated in Events.
The cluster health is determined by the health status of the devices associated to the cluster.

The health status of a node is indicated by the following colors:

Color Health Status

Green Up (connected, healthy)

Amber Warning
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Color Health Status

This state is displayed when the operational status of the card
is up and 50% of the associated ports are up.

Red Down (disconnected), unreachable

Gray Unknown

This state is displayed when newly added nodes are yet to be
discovered by GigaVUE-FM.

GigaVUE-FM determines the health state of the ports and devices based on the following
SNMP traps, which are enabled by default when the fabric manager initializes:

* Packet Drop

» GigaSMART Packet Drop

» Packet Error

e Port Utilization

e |Low Port Utilization

¢ GigaSMART Port Utilization

¢ GigaSMART Port Low Utilization
e System Memory Threshold

* Process Memory Threshold

GigaVUE-FM determines the health status of the devices based on the receipt of the traps
mentioned above:

e |f GigaVUE-FM receives any of the traps mentioned above: Port state is set to yellow or
red.

e |f the traps are not received within the configured interval specified in the
SNMP Throttling Page: Port state is set to green.

NoOTE: You must configure the throttling interval in the SNMP Throttling page for the
traps mentioned above. Otherwise, GigaVUE-FM cannot determine the health status
of the ports.
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Port Health Status

The health of a port is determined by multiple factors:

« Operational status
« Packet drops (Optional)
» Packet errors (Optional)

GigaVUE-FM computes the health status of a port and its associated logical components
such as Map when a port link changes. When a port flaps, GigaVUE-FM computes the health
status and the same is reflected immediately in GUI.

Click on the top navigation bar. On the left navigation pane, select System > Traffic
Health Thresholds. The packet drops and errors are enabled by default for computing the
health status of a port. For information about setting traffic health thresholds, refer to the
“Traffic Health Thresholds” section in the GigaVUE Administration Guide.

In this example, the Port Packet Drops and Port Packet Errors are enabled. The threshold
value is set to 15000 packets over a time interval of 15 min. Refer to the following table to
view how the port health status is calculated.

Health Status Operational Packet Packet
Status Drops over Errors over

15 min 15 min

Green Up (healthy) Up < 15000 < 15000

Red Down Down < 15000 < 15000
(unhealthy)

Red Down Up < 15000 >15000
(unhealthy)

Red Down Up >15000 >15000
(unhealthy)

Red Down Up > 15000 >15000
(unhealthy)

Inline Networks

The health of an inline network port depends on the forwarding state of the inline networks.
GigaVUE-FM checks the forwarding state every 5 min. Refer to the following table to view
how the health status of the inline network port is calculated.
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Color Health Status Forwarding State

Green Up (healthy) Normal

Red Down (unhealthy) Failure-introduced Drop

Red Down (unhealthy) Network Ports Forced down
Red Down (unhealthy) DISCONNECTED

Red Down (unhealthy) ABNORMAL

Amber Warning Failure - Introduced Bypass
Amber Warning Forced Bypass with Monitoring
Amber Warning Disabled

Amber Warning Forced Bypass
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Map Health Status

The health of a map is determined by the health status of its associated components such as
ports, port groups, port pairs, GigaStream, tool port, GigaSMART group, tunneled port, virtual

port, inline network, inline tool, inline tool group, inline serial tool group, inline network
group, and GigaSMART operations. If the status of any one of the component is down, the
corresponding map is considered unhealthy.

If a user creates/edits a Map through GigaVUE-FM, then those changes are reflected
immediately to other users who are viewing the Map List View.

The health status of a map is indicated by the following colors:

Color Health Status

Green Up (healthy)

Amber Warning

This state is displayed when one or more ports associated to
the map are unhealthy.

Red Critical (unhealthy)

Gray Unknown

NoTE: If you hover your mouse over the Map Status field, the health of the stack
GigaStream or stack port (configured in the stack link) or the source and destination
ports is displayed in a tooltip (if ports are unhealthy). You can derive the map health
status based on the details displayed in the tooltip.
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GigaSMART Map Health Status

The health of a GigaSMART map is determined by the health of the following components:
« All GigaSMART engine ports in the GigaSMART group (gsgroup)
» Virtual ports (vport) associated with the GigaSMART group
« GigaSMART operations
« |P Interfaces

Refer to the following table to view the health status of a map with GigaSMART:

Health Status GigaSMART vPort GigaSMART IP Interfaces
Group Operations
Green Up Up Up Up Up
Red Down Up Down Up Up
Red Down Up Up Down Up
Red Down Up Up Up Down
Red Down Down Down Down Down

GigaSMART Group Health Status

The health of a GigaSMART group (gsgroup) depends on the aggregated health of the
associated GigaSMART engine ports. The following components contribute to the health of
the GigaSMART engine ports:

= Operational Status—The operational status of the associated GigaSMART engine ports.
If the operational status of any GigaSMART engine port in the GigaSMART group is
down, then the GigaSMART group becomes unhealthy.

» GigaSMART Engine Port Packet Correlation—The percentage (%) of packet
correlation seen in a GigaSMART engine port. The GigaSMART engine packet
correlation is calculated based on the following factors:

o the cumulative number of packets coming into a GigaSMART group
o the cumulative number of packets going out of a GigaSMART interface
o the cumulative number of packets dropped at a GigaSMART operation for a map

If the number of packets going out of a GigaSMART interface exceeds the threshold set
in Administration > System > Traffic Health Thresholds, the GigaSMART engine port
becomes unhealthy.

« GigaSMART Engine Port Packet Drops—The cumulative number of packets dropped
due to over subscription of a GigaSMART engine port. If the number of GigaSMART
engine port packet drops exceed the threshold set in Administration > System >
Traffic Health Thresholds, then the GigaSMART engine port becomes unhealthy.
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« GigaSMART Engine Port Packet Errors—The cumulative number of packet errors

coming into a GigaSMART engine port. If the number of GigaSMART engine port packet

errors exceed the threshold set in Administration > System > Traffic Health
Thresholds, then the GigaSMART engine port in the GigaSMART group becomes
unhealthy.

For information about setting traffic health thresholds, refer to the “Traffic Health

Thresholds” section in the GigaVUE Administration Guide. All threshold types are enabled by

default for computing the health status of the GigaSMART engine ports.

In this example, the thresholds are enabled and the threshold values are set as follows:

Type Threshold Value Interval
GigaSMART engine port packet 50 15
correlation
GigaSMART engine port packet 15000 15
drops
GigaSMART engine port packet 15000 15
errors

Refer to the following table to view how the GigaSMART engine port health status is
calculated.

Health Status Operational Packet Packet Packet
Status Correlation Drops over Errors over
15 min 15 min
Green Up (healthy) Up <50 <15000 <15000
Red Down Down - - -

(unhealthy)

Red Down Up >50 < 15000 < 15000
(unhealthy)

Red Down Up <50 >15000 <15000
(unhealthy)

Red Down Up <50 < 15000 >15000
(unhealthy)

The GigaSMART group health status is determined by the aggregated health of the
GigaSMART engine ports. Refer to the following table for computing the health of a
GigaSMART group:
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GigaSMART Group GigaSMART

Health Engine Ports
Green Up Up
Warning Some engine ports
are down
Red Down All engine ports are
down

vPort Health Status

GigaSMART virtual port is used as an aggregation point for traffic directed to second level
maps. Second level maps include an Adaptive Packet Filtering component or a GTP rule.

A vPort is healthy when the GigaSMART group associated with the vPort is healthy. If a
gsgroup is unhealthy and the vPort is healthy, this indicates that the vPort is not
participating in the maps.

GigaSMART Operations Health Status
GigaSMART Operation consists of one or more advanced processing applications.

A GigaSMART operation (gsop) is healthy when the GigaSMART group associated with the
gsop is healthy. If a gsgroup is unhealthy and the gsop is healthy, this indicates that the
gsop is not participating in the maps.

IP Interfaces Health Status

IP interfaces are used for GigaSMART encapsulation and decapsulation operations on both
network ports and tool ports.

An IP interface is healthy when the GigaSMART group associated with the IP interface is
healthy. If a gsgroup is unhealthy and the IP interface is healthy, this indicates that the IP
interface is not participating in the maps.

For information on how to calculate the map health, refer to Map Health Status.

101



GigaVUE Fabric Management Guide

Flow Health Status

The health of a flow is determined by the aggregated health of the maps in the flow. The
factors that determine the health of a flow is as follows:

= Health of the priority maps in the flow
« Health of the maps that constitute the priority map set
« Gigamon Discovery or Manual links
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Priority Map Set Health

A priority map set consists of more than one map configured with the same source ports in
priority order. The health of such map is determined by the aggregated health of the
constituted maps. For information about how map health is computed, refer to Map Health
Status.

The following table provides a summary of the health status of a map chain:

Priority Map Set Health Maps in the Map Chain
Status

Green Healthy All maps are healthy

Warning One or many maps in
warning state

Red Unhealthy One or many maps in
unhealthy state
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Flow Health Computation

Starting with software version 5.4, the current throughput percentage used in determining
the health of a tool device would is be determined as follows:

Current Tool Health Reasons
Throughput %

<85 Green All maps are healthy
>85 && <100

>85 && <100 Yellow Tool
device is experiencing
throughput between 85% to
100%

>100 Red One or many maps in
unhealthy state

Based on the tool device health, flow health for the flows having tool device would be
computed as follows:

Existing Tool Health New Flow Reasons
Flow Health health

Red Red/Yellow/Green Red Existing Flow
Health reasons +
tool health
reasons

Yellow Red Red Existing Flow
Health reasons +
tool health
reasons

Yellow Yellow Yellow Existing Flow
Health reasons +
tool health
reasons

Yellow Green Yellow Existing Flow
Health reasons

Green Red Tool health
reasons

Green Warning One or many Tool health
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Existing Tool Health New Flow Reasons
Flow Health health

maps in warning reasons
state

Green Green Green --

GigaVUE-FM APIs

GCigaVUE-FM APIs are designed with the Representational State Transfer (REST)
architecture, which provides a well structured architecture for performing query, update,
and delete functions in a programmatic manner. GigaVUE-FMAPIs are implemented based
on Open API 3.0 specification (formerly known as Swagger) and conform to required
standards.

NOTE: You can access the GigaVUE-FM APIs without being authenticated in to
GigaVUE-FM. Type <fm-ip/apiref/apiref.ntml> in your browser to view the API
Reference page.

Click Here for the Online API| Reference.

Supported Cloud Environments

The GigaVUE Cloud Suite solution for the various cloud platforms offers network traffic
visibility in the respective cloud platforms. The GigaVUE Cloud Suite solutions acquire,
optimize and distribute selected traffic to security and monitoring tools. The below table lists
the available cloud suites and their respective guides.

Cloud Platform Guides

Public Cloud

AWS GigaVUE Cloud Suite Deployment Guide - AWS
GigaVUE Cloud Suite for AWS-GigaVUE V Series 1 Guide

Azure GigaVUE Cloud Suite Deployment Guide - Azure

GigaVUE Cloud Suite for Azure-GigaVUE V Series 1 Guide

Private Cloud

OpenStack GigaVUE Cloud Suite for OpenStack-GigaVUE V Series 1 Guide
GigaVUE Cloud Suite Deployment Guide - OpenStack
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Cloud Platform Guides

VMware GigaVUE Cloud Suite Deployment Guide - VMware
GigaVUE Cloud Suite for VMware—GigaVUE-VM Guide

Container Visibility

Kubernetes GigaVUE Cloud Suite for Kubernetes Container Visibility
Configuration Guide

Gigamon Gigamon Containerized Broker Deployment Guide
Containerized Broker

Universal Container Universal Cloud Tap - Container Deployment Guide
Tap

Other Cloud Platforms

AnyCloud GigaVUE Cloud Suite for AnyCloud Guide

Nutanix GigaVUE Cloud Suite for Nutanix Guide—GigaVUE-VM Guide

The guides provide instructions on configuring the GigaVUE Cloud components and setting
up traffic monitoring sessions for the respective Cloud platform.
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Analytics

Analytics in GigaVUE-FM is a standalone service that provides data visualization capabilities
for the following entities in GigaVUE-FM:

e Physical resources, specifically the nodes and the ports
e Virtual resources

¢ Alarm Management services

¢ GigaVUE-FM CPU, Memory and Disk Storage services

Using Analytics! you can create visual elements such as charts that are embedded as
visualizations. The visualizations are grouped together in dashboards. You can also create
search objects using Analytics. Dashboards, Visualizations and Search Objects are called
Analytics objects.

Analytics provides the following advantages:

» Real-time data for visualization as the required data is taken from GigaVUE-FM.

» Data to be analyzed and visualized is fetched based on the access control rights of the
user.

» Trending Analysis: Visualize the trends in the traffic using pre-defined widgets.
» Capacity Planning: Utilization of resources based on health and inventory summary data.
* Generation of reports based on the available data.

Rules, Notes, and Limitations for Analytics

» All GigaVUE-FM users can create, edit and delete Analytics objects2. However, you can
perform these operations only on the objects created by you. You cannot delete or edit
system-defined objects such as dashboards and visualizations.

¢ You can only view the Analytics objects created by other users, but you cannot edit them.
* There is no limit on the number of dashboards per user.

e The data available in dashboard is controlled by Role Based Access Control. That is, the
data fetched depends on the accessibility rights of the user based on the user role and
user-defined tags.

TAnalytics uses the OpenSearch front-end application to visualize and analyze the data in the OpenSearch database of GigaVUE-FM.
2Analytics objects include Dashboards, Visualizations and Saved Search Objects.
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» The GigaVUE-FM backup/restore operation preserves both default and custom
dashboards and visualization. This allows the dashboards and visualizations created in the
earlier software versions to be restored in software version 5.13.00. This enables rapid
resumption of GigaVUE-FM services and also provides the users the ability to operate and
monitor the visualizations in GigaVUE-FM.

» Statistical dashboards display data in the following two tabs.

» Metric: Displays maximum and average values of statistical counters for a specific
time period, example Rx Ports Aggregated Max Traffic, Rx Ports Aggregated Average
Drop Traffic

» Trends: Displays trend of statistical counters for a specific time period, example Rx
Port Statistics (Bits/s), Tx Port Statistics (Bits/s), Tool GigaStream Maximum Rx Rate
(pps) by member port Alias

¢ The Inbound and Outbound Port Statistics dashboards display metric values for the top
1000 port elements in visualizations (as the total count it set to 1000).

* By default, all statistical dashboards display data based on a pre-selected cluster ID to
avoid performance issues in a scaled environment.

« When browsing the Analytics page with 5 minute granularity, you can observe visual gaps
in the displayed results. This is because stats collection happen in GigaVUE-FM with 5
minute granularity and a small delay of few seconds in stats collection can result in such
gaps over time.

» For custom dashboards, enable the resource type filter to generate faster search results.

» For rate-based visualizations in the default system dashboards and cloned system
dashboards, the axis-min setting (under panel option) is set to zero (0). An empty graph is
therefore displayed when the data point values are zero. However, for visualizations in the
dashboards created using the Create Dashboard option, you must manually change the
axis-min setting to '0' for an empty graph to be displayed.

» For gauge-based visualizations "no data to display" message is received in case of the
following scenarios:

e GigaVUE-FM or the device is down during a particular time interval.
* No traffic in the device and the axis-min panel option is set to value > O.
« For rate-based visualizations, "no data to display" message is received in case of the
following scenarios:

* With Drop Last Bucket set to 'Yes' and time interval range <15 minutes or time range
has less than three data points.

» With Drop Last Bucket set to 'No' and time interval range <10 minutes or time range
has less than two data points.

GigaVUE-FM Statistics and Data Roll-up

Until software version 6.0.00, the statistical dashboards of the physical and logical resources
display data collected for a period of 30 days with 5 minute granularity (considered as the
base index). Starting from software version 6.1.00, the statistical dashboards display data
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collected for a period of 35 days.

Resource Related Statistical Dashboards

Ports ¢ Inbound Port Statistics
¢ Outbound Port Statistics

Maps Map Statistics
Nodes Inventory Statistics
GigaStreams o Circuit and Stack GigaStream Statistics

e Tool GigaStream Statistics

GigaSMART GS Group Statistics

With Data Rollup, GigaVUE-FM allows you to collect, summarize and display historical data
up to 120 days with hourly granularity. Refer to the following notes:

» Starting from software version 6.1.00, Rollup is enabled by default. To disable Data
Rollup, navigate to the Storage Management page. Refer to the GigaVUE
Administration Guide for details.

« Rollup is applicable only for ports, maps, and map rules. You can search and analyze
port statistics for a duration of up to 120 days. GigaVUE-FM collects statistical data from
the day you upgrade to software version 6.1.00 or higher. Complete 120 days of data will
be visible only from 121st day (and not backwards from the day GigaVUE-FM was
upgraded).

NOTE: Associated Map Rule Visualization will only show the latest map rule
count of 35 days.

« On upgrading to software version 6.1.00, ensure to have increased disk space for data
roll-up. Refer to the Virtual Computing Resource Requirement in Scaled Environments
section in the GigaVUE-FM Installation Guide for detailed information.

Control Filters in Analytics Dashboards

You can use control filters in your dashboards to filter and display the data you want to
explore:

e To filter data in the visualizations based on the required tag keys and tag values, clone the
required statistical dashboard and edit the Sample - Tags option in the Control Filters.
Refer to Filter Data Using Tags in Control Filters

e Starting from software version 6.2.00, Cluster ID is a mandatory control filter field in the
statistical dashboards. When cloning the dashboards and visualizations, you must use at
least one of the following control filter fields to filter the data:

e Cluster ID
e Tag
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» To optimize the performance of GigaVUE-FM, starting from software version 6.3.00, the
data listed in the following control filter fields in Analytics dashboards is fetched from

frminventory index (instead of fmstats index):
e Cluster ID
e Tags

» As data is fetched from fminventory index, you cannot view the details of devices that are

no longer managed by GigaVUE-FM (as they will not be available in the fminventory

index).

You can disable this behavior by logging in to the GigaVUE-FM CLI and performing the

following steps:

1. Log in to the command line prompt:

sudo su -

2. Navigate to the folder where the .json file is located
cd /var/lib/fabricHealth/conf

3. Open the file using vi editor.

vi custom settings.json
4. Set the load_legacy attribute value to "true".
5. Restart Analytics service.

systemctl restart fabricHealth.service
Reference Topics

Refer to the following sections for details:

¢ Get Started with Analytics Ul
» Work with the Analytics User Interface

Get Started with Analytics Ul

The Analytics option is listed under the Dashboards. To access the Analytics Ul:

1. On the left navigation pane, click on Iﬂ

2. Select Analytics . The following options are listed:
» Dashboards: Refer to the Dashboards section for details.
» Visualization: Refer to the Visualizations section for details.
» Discover: Refer to the Discover section for details.
» Reports: Refer to the Reports section for details.

Analytics
Get Started with Analytics Ul
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The following figure shows the available options in the Analytics Dashboard page.

Physical &V ‘tual

Rl Dashboard  Alarms

i
< B seacn KL @ v Last7days Show dates | G Refresh ﬁ@
©  +Addfilter

Inventory Status (Physica) | Inventory Status (Virtual) | Inbound
e | Natfow | Tunnet | Acp Ussoe | unte Ussos

Statistics | Qutbound Port Statistics | Map
Bundle Usage Summary | Reports

Circuit and Stack GigaStream Statstics | Tool GigaStream Statistics | GsGroup Statistics | Capasity Planning | Eabric Health | ySeri

Alarms By Resource Type ® Acknowledged vs Unacknowledged Alarms © Alarms By Severity®

Alarms Raised vs Cleared by Resource Type (D)
w0
o
w00
0
o0
5 . ... @ @@
B 5 g ® 5 H
g : : é £ ¥ H
FM Instance: GigaVUE-FM

Last Updated At: Jul 13, 2021 13:23:51
Refer to the following table for details:

s eivton D ———
Name of the Dashboard: Example Alarms. Dashboards
2 Search box

. Add Filter Filter Data in Visualizations

4 Dashboard Navigation bar Add Navigation link in Custom Dashboard Pages
56 Working with the GUI Work with the Analytics User Interface

7 Refresh

Use to manually refresh visualizations
Visualizations Visualizations

[0¢]

Work with the Analytics User Interface

You can perform the following tasks from the Analytics Ul:

e Share
* Clone
e Reporting

Analytics
Work with the Analytics User Interface
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Set as Default
» Copy Dashboard Path
Add Tags in Visualizations

e Search Data
o Filter Data in Visualizations

Share

Use to share Dashboard pages with other users. To share a dashboard:

1. Navigate to the Dashboard page that you want to share.

2. From the top navigation bar, click Share.

3. The following options are available:
« Embed Code: Use to share the dashboard in an iFrame Embed URL.
* Permalinks: Use to share the permalink URL of the dashboard page.

Clone

Use to clone the system dashboard pages. Refer to the Clone Dashboard section for the
details.

Reporting

Use to generate the report in PDF or in PNG format that can be downloaded instantly. The
generated report is also listed in the Reports page. Refer to the Reports section for details.

GENERATE REPORT
| hours ‘es C Refresh

&, Download PDF

o, Download PNG

it and Stack Gi Statistics | GsGroup

Use to change the default dashboard page:
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» Navigate to the specific dashboard page.

Copy Dashboard Path @

The GigaVUE-FM Analytics page allows you to add links in custom dashboard pages for
navigating from one dashboard page to another dashboard page without going to the
listing page. To do this:

+ Navigate to the custom dashboard page on which you need to add the link.

Click on @ icon to copy the relative path.

e Create a new markdown visualization or Edit an existing markdown visualization.

» Paste the link in [Title](RelativePath) format. For example [Alarms](#/dashboard/fha-
alarms).

¢ Add the markdown visualization to any of the custom dashboards on which the links of
other dashboards needs to be added.

(=]

Auto Refresh Tags in Visualizations

In Fabric Health Analytics, the data is saved as index patterns in the Elastic Search database
and is fetched into the various fields in the visualizations. However, when you add tag ids
dynamically in GigaVUE-FM and associate the tags to the various resources, the tag ids are
not automatically refreshed in the visualizations. To add the new tags in visualizations:

1. Create new tag key and tag values from the tags page. Refer to the Create User-
defined Tag section in the GigaVUE Administration Guide.

2. Associate the resources to the tag keys and tag values. For example, to add tag key and
tag values to the physical nodes, refer to the Add New Physical Node or Cluster to
GigaVUE-FM

—

3. Clickon E Refresh Index Pattern icon for the newly added tags to get reflected in the
visualization filters in the system and custom visualizations.
Filter Data Using Tags in Control Filters

Customize the Tag Sample - Statistics option available in some of the Statistical
Dashboards to filter the data based on the required tags.

Analytics 13
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Dashboard = Map Statistics(Physical) Share
[l ~ Search

KQL @ ~  Last1hour
@ Map X || clusterld: 10.115.34.9 x | + Add filter

Alarms | Events | Inventory Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Outbound Port Statistics | Map Statisti ysical) | Map Rule Statistics | Circuit and Stack GigaStream Statistics | Tool GigaStream St
Eabric Health | VSeries Node Statistics | Dedup | Tunnel | App Usage | Bundle Usage | App Usage Summary, | Bundle Usage Summary, | Reports

o]

Tag Sample - Statistics Cluster ID Map Type Map Alias
Select..

10.115.34.9 X Q- Select..

~ Select..

Pre-requisites

e Ensure to add the required tag keys and tag values to the tags page, and associate the
tag values to the resources.

—

Use the = Refresh Index Pattern icon for the newly added tags to get reflected in the
Analytics page.

Consider a scenario in which you want to filter the inventory details in GigaVUE-FM based on
a newly created tag key called SITE:

To do this:

1. Clone the required statistical dashboard.
2. Click Edit.

Scroll to the Control Visualization panel. Click Options and select Edit Visualization.

Dashboard = Editing Inbound Port Statistics Metric Clone

Options ~ Share  Add Reporting Cancel Save g @ < e
B v  Search KQL @ v  Last1hour Show dates < Refresh
@ | Port x || clusterld:is one of 100,10115.206.21 X | + Add filter

. i
[No Title] Filter: clusterld: is one of 100, 10.115.206.21. Select for more filter actions. ‘ o)
Alarms | Events | Inventory Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Qutbound Port Statistics | Map Statistics(Physical). | Map Rule Statistics | Circuit and Stack GigaStream Statistics | Tool GigaStream Statistics |
GsGroup Statistics |.Gapagity. Plannina.| Fabric Health | VSeries Node Statistics | Dedun.| Tunnel | Aop. Usage | Bundle Usage | Aop. Usaae Summary.| Bundle Usage. Summary.] Reoorts.... . ?
OPTIONS &
Metric | Trend ¢ Edit visualization
[No Titie]® Clone panel ©
Tag Sample - Statistics Cluster ID Hostname Port Type Portil > Eqit panel title
Select... 100 X 10.15.206.21 X -4 Select... ~ Select... ~ Sel
=== More >
J
! Total Port Capacitv (3 3t | Rx Ports Aaareaated Max Traffic () 5t | RxPorts Aaareaated Max Drov Traffic(  f5t! ' Rx Ports Aaareaated Max Discard Traff..() 5t | RxPorts Aaareaated Max Error Traffic 6%

4. In the Control tab, configure the following. This is for filtering the data based on the
tag value SITE.

Control Label Site

Index Pattern

Field

fmstats*

tag.site

Analytics N4
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1]

Controls  Options

~ SITE ™ v X

Control Label

SITE

Index Pattern

fmstats* [« VY

Field

tag.SITE | | [ I

Parent control

Cluster ID 7

Options are based on the value of parent control. Disabled if parent is
not set.

@& | Mutiselect

Allow multiple selection

@& | pynamic options

Update options in response to user input

~ Cluster ID ENENPI 4

Control Label

Cluster ID

Index Pattern
% Discard [> Update

5. Configure the existing tags as required:

Parent Use to configure a specific field as a parent based on which the other
Control fields are filtered

Multiselect Use to select multiple variables within a field

Dynamic Use to update the dashboards and visualizations dynamically based
Options on this criteria.

6. In the Option tab, configure the following:

Update Kibana filters on

each change

Use time filter To update the data based on the time filter configured
in the dashboard.

Pin filters for all applications

7. Click Update to update the changes.

Analytics 15
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8. Customize the panel title or remove it, as required. Move the control visualization to

the top.

You can also create a new control visualization using the steps described above.

Search Data

To search your data:

e Enter the search criteria in the Query bar.
o Press Enter or click Update/Refresh button to submit the request.
» Click the Saved Queries icon to save the current query.

You can use Kibana's standard query language (KQL).

NoTE: When you submit a search request, the histogram, Documents table, Fields list
and all the widgets in the dashboard are updated to reflect the search results.

Filter Data in Visualizations

Fabric Health Analytics provides various options to filter your data:

Analytics
Filter Data in Visualizations
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» Time Filter: Use time filter to retrieve search results for a specific time period.

Use the Refresh option to refresh the dashboards for the selected time interval. It is

recommended to configure a longer time interval.

Use Quick Select option to change the time interval.

(G ~adayago > now

Quick select 4 >

Last v 24 hours ~ Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

Recently used date ranges

Last 24 hours

Last 1 hour
Today
Last 7 days
Refresh every
10 minutes v O Stop

Use the CHANGE ALL FILTERS to configure the following options:

Enable all: Enables all saved filters

Disable all: Disables all saved filters

Pin all: Filter is applied to all the dashboards

Unpin all: Filter is no longer applied to all the dashboards

Invert Inclusion: Included filters will be inverted.

Invert enabled/disabled: Enable and disable options are inverted
Remove all: Removes all filters

Analytics
Filter Data in Visualizations
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[3) ~ Search

©  CHANGE ALL FILTERS

Enable all
)| Invent

1| VSerie

2 2

@ Disable all
Alar I Pinall sknowleds
I Unpin all
© Invert inclusion
Invert enabled/disabled

¥/ Remove all
.

Filtering in visualizations:

Analytics 18
Filter Data in Visualiza